Chapter

Hazard Analysis

The argument that the same risk was flown before without Jailure is
often accepted as an argument for the safety of accepting it again.
Because of this, obvious weaknesses are accepred again and again,
sometimes without a sufficiently serious attempt to remedy them, or
to delay a flight because of their continued presence.

—Richard Feynman
Personal Observations on Reliabiliry of Shustle !

Unfortunately, everyone had forgotten why the branch came off the
top of the main and nobody realized that this was important.

—Trevor Kletz
What Went Wrong?

Hazard analysis is at the heart of any effective safety program, providing vis-
ibility and coordination (see Figure 13.1). Information flows both outward from
and back into the hazard analysis. The outward information, for example, helps
designers perform trade studies and eliminate or mitigate hazards and helps qual-
ity assurance identify quality categories, acceptance tests, required inspections,
and components that need special care. Any changes or additional information
must flow back through the analysis so that (1) solutions or corrections can be
integrated into the design and (2) the overall conceptual system model and ap-
proach to safety is maintained.

Although hazard analysis alone cannot ensure safety, it is a necessary first

! Appendix F of the Rogers Commission report [295]
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Management
Maintenance

analysis

he design with various standards and codes that have been developed over ti_me
) deal with known hazards. Standards and codes provide a means of encoding
‘historical information derived from accidents and near accidents so that safety
iews and analyses need not start from scratch each time. They help us encap-
sulate and learn from experience.

Nevertheless. as new technology is developed and systems are _scaled up
size, new hazards arise and the possibility of introducin.g hazards increases.
Systems with new and complex designs may require sophisticated, formal, docu-
me tical procedures.
meﬂt;? :;’lrilg counf,ries or industries, the particular hazards to be analy;efi and the
depth and types of analysis may be established by regulatory authopt:es or by
legislation. In others, these decisions must be made !Dy the sa'fety engineers egrly
in project development. This chapter presents the information used in making

FIGURE 13.1

Hazard analysis provides visibility angd coordination.

step before hazards can be eliminated or confrolled through design or operational

procedures. Simply knowing that a hazard ‘exists may provide sufficient infor-

mation to eliminate or control it, even without in-depth analyses of its causes,

Often, general safeguards can be provided even if little is known about the haz-
ard’s precursors. A larger number of options for elimination and control usually
exist, however, if more s known about the hazard and the conditions and events
leading to it. Condition-specific or event-specific safeguards are frequently more
effective and less costly in terms of the tradeoffs required.

Hazard analysis is not Just performed at the beginning of a project or at
fixed stages, but should be continuous throughout the life of the system, with
increasing depth and extent as more information is obtained about the system
design. As the project progresses, the uses of hazard analysis wiil vary—such
as identifying hazards, testing basic assumptions and various scenarios about
the system operation, specifying operational and maintenance tasks, planning
training programs, evaluating potential changes, and evaluating the assumptions
and foundations of the models as the system is used and feedback is obtained.

In an operational system, analyses and their assumptions act as preconditions for ;

safe operation and as constraints on management and operational procedures,

Just as the purpose of and the information available for hazard analyses
change with time, so do the analysis requirements and the appropriate analy-
sis methods. There is no one perfect method for every goal, but many that can
and should be used. The various techniques provide formalisms for systematizing
knowledge, draw attention to gaps in knowledge, help prevent important consid-
erations from being missed, and aid in reasoning about systems and determining
where improvements are most likely to be effective.

For many hazards and systems, analysis may consist merely of comparing

such decisions.

13.1 The Hazard Analysis Process

The process chosen depends on the goals or purpose of the hazard analysis.
" Different goals will require very different processes. Once the goals are defined,
~ the steps to be taken can be determined.

13.1.1 Goals of Hazard Analysis
The goals of safety analysis are related to three general tasks [323, 327]:

1. Development: the examination of a new system to identify and assess po-
tential hazards and eliminate or control them. .

2. Operational management: the examination of an existing system to lxden-
tify and assess hazards in order to improve the level Qf safety, to fgrm}l atlf a
safety management policy, to train personnel, and to increase motivation for
efficiency and safety of operation.

3. Certification: the examination of a planned or existing system (o demon—
strate its level of safety and to be accepted by the authorities or the public.

The first two tasks have a common goal of making the system safer, whtl.e .the
third has the goal of convincing management or govergrpent .tha: an ex:st_mg
design or system is safe. These three broad tasks can be divided into subtasks:

o Development and operational managemeqt _ .
1. Identify hazards that singly or in combination could cause an accident.
2. Show that specific hazards are not present and that safeguards are not

needed. . . [
3. Determine the possible damaging effects resulting from system

hazards.

289
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4. Evaluate the causal factors related to the hazards:
(a) Determine how hazards could occur, their nature, and their possible
conseguences. ‘

(b) Examine the interrelationships among causal factors.

S. Identify safety design criteria, safety devices, or procedures that will

eliminate or minimize and control the identified hazards.

Find ways to avoid or eliminate specific hazards.

Determine how to control hazards that cannot be eliminated and how to

incorporate these controls into the design.

8. Evaluate the adequacy of the hazard controls,
9. Provide information for quality assurance—quality categories, required
acceptance tests and inspections, and items needing special care.
10. Evaluate planned modifications.
11. Investigate accidents and near-miss reports. Determine whether they
have validity and, if they do, the cause of the problem.
a Certification :
1. Demonstrate the level of safety achieved by the design.

2. Evaluate the threat to society from the hazards that cannot be elimi-
nated or avoided. *

:.éecisions. Decision making in the certification of plant designs is also eased by
the use of such numbers.

However, many important factors—design deficiencies, for example—
cannot be easily or reasonably quantified. Because equipment failures are the
most easily assessed probabilistically, many quantitative risk assessments haye
been criticized for placing more emphasis on these failures thaﬁ on les:.; ea;ﬁy
predicted and quantified factors such as design errors. construction deficiencies,
operator actions. maintenance errors, and manageme‘nt deﬁcwnm'e.s.. For exam_ple.
some probabilistic assessments have emphasized failure probgbnht:es of dev1<j‘es
that are in the range of 10~ or 10~8 while ignoring installation errors or mgln-
tenance errors of those same devices with probabilities in the range of 107 or
10~3. Quantifying only what can easily be quantified does not provide a realistic
estimate of risk. In the space program, where probabilistic risk assessment based
on fault tree analysis and failure modes and effects analysis was used ?xtensively,
almost 35 percent of the actual in-flight malfunctions were not identified by the
* method as “credible” [205]. .

Care also has to be taken that quantification does not divert attention away
from risk reduction measures. The danger exists that system safety analysts and
managers will become so enamored with the statistics that simpler and more
meaningful engineering processes are ignored. .

' Follensbee cites several recent commercial aircraft accidents caused by
events that had been calculated to have a probability of 107% or less (one was
calculated as 10~'%) using accepted techniques. In all of these cases. incorre?t
assumptions about the behavior of the pilots or the equipment led to _underes‘u-
mated failure or risk figures [86]. In several cases, the need for compliance with
standard aircraft fail-safe design standards—which might have prevented these
accidents—was judged unnecessary based upon the calculations [86]. ‘

The Union of Concerned Scientists and others have warned against a dispro-
portionate emphasis on meeting predicted quantitative levels of_ safe.ty rat.her than
on consideration of technical problems and implementation of engineering fixes
[3]. The same may be true for human error. Hornick. past president of the Huv
man Factors Society, has suggested that “the general nuclear POWeT commurity
is couching a cavalier attitude towards human factors in the (false?) comfort of
risk-assessment statistics™ [127, p.114]. . . »

Quantitative risk assessment of a completed design sometimes is required
by certification agencies or used in public arguments alz?out lhe_ safety of a contrg-
versial technology such as nuclear power. The emphasis of this chapte‘r (and this
book), however, is on qualitative rather than quantitative hazard analysis.

Na

Each of these subtasks implies \}ery different types of analysis. The goals
and subtasks need to be clarified and documented at the start of any hazard analy-
sis process.

13.1.2 Qualitative versus Quantitative Analyses

Safety analysis ranges from relatively simple qualitative methods to advanced
quantitative methods in which numerical values for risk are derived. Even if quan-
titative methods are used, qualitative analyses must precede them—hazards and -
their causal factors must be identified before numerical values can be assigned
to them. Thus, the quality of the quantitative analysis depends on how good the
qualitative one was.

Often, the analysis can stop with the qualitative aspects. Knowing the causal
factors and using best-guess estimates of relative hazard rankings are adequate
for most purposes during the system development phase, when few accurate nu-
merical values are available anyway. The most effective and accurate quantitative
analyses use operational data from a working system to determine achieved re-
liability and to identify trends and changes that might affect safety. Quantitative
analysis may also be useful in comparing the reliability of alternative features of
an emerging design that uses standard parts with established failure rates.

The use of probabilistic risk assessment has been debated widely. The argu-
ments in its favor are usually based on the technique’s ability to provide input for
decision making. Identifying hazards alone does not determine how funds should
be allocated to reduce hazards. Comparative probability data can be useful in such

13.1.3 Role and Qualifications of the Analyst

In general, the role of the safety analyst should be to generate alternatives as Weli
as to eliminate them. A U.S. Air Force acquisition handbook suggests that point-
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analysis of given approaches [5]. The early selection-of a single approach caﬁ'
detrimental to the overall safety program when there are less expensive alternas @ S —-—---—------- '
; : : . Conceptual
tives that yield equal or better safety or there are alternatives that require fewe development
tradeoffs with other system goals. Therefore, the job of the system safety analyst S | = =-070
1s to dig deeply into the design and suggest designs that will yield eventual sys
operation that is satisfactory from both a safety and performance standpoint.
Successful hazard analysis requires an understanding of the system unde;
consideration. Hazard analysis does not remove the need for engineering
pertise and judgment: Standardized analysis approaches and terminology simpl
help to clarify the problems in order to provide a context for expert judgmen
and to enhance interdisciplinary communication. The process usually requires :
team of people with a wide variety of knowledge and skill. System safety engj
neers provide expertise in safety analysis, while other team members bring ex-
pertise in specific engineering disciplines along with alternative viewpoints. The
approaches to solving a problem suggested by system engineers, subsystem engi-
neers, reliability engineers, safety engineers, application experts, operators, ant
management may be entirely different; but all contribute significantly to findin,
a satisfactory solution [5]. When humans and computers play important roles i
system operation, operators and software engineers should also be involved in the
hazard analysis and in the design of hazard reduction measures.

________________

Hazard identification

Hazard resolution

Verification

Change analysis

Operational feedback

FIGURE 13.2 _ _ _
“The hazard analysis process is continual and iterative.

by the designers; (2) that the models and assumptions used during init.sal decmor;
making and design were correct; and (3) that the models and assumgtmgs ﬁre no
violated by changes in the system, such as workaroundsl or unauthorized ¢ angdes
n procedures, or by changes in its environmfnt.. Operational feedback on trends,
inci d accidents should trigger reanalysis. .

'mﬁd‘;: ;S’cignge is proposed to a baseline or completed des.lgn, or an Llln;;;antneg
change is detected during operation, it must be analyzed for its poltentla e_dexl:1 ﬁc;
safety. The process involves reviewing prgwously generated an; yses tot1 tgon tz)
the impact of the proposed change, updating the analyses and ocum;:n ati =
reflect the changes, and identifying new hazardsl and hazgrd causes. The ;eana y
sis must start at the highest level of system design at which the change e;omecsi
visible and show that the change does not create a new hazard, affect a1 az‘ra.rt
that has already been resolved, or increase the severity level of a currently exist-

13.1.4 General Features of an Effective Hazard Analysis Process

The hazard analysis process is both continual and iterative (see Figure 13.2}
Hazard identification and analysis begin at the conceptual stage of the project
and continue through decommissioning. Starting early is imperative if safety con
siderations are to be incorporated into trade studies and early design decisions,
when hazards can be most effectively and cheaply handled. Planning for hazard
elimination and control should begin as soon as safety problems are uncovered—
preferably before unsafe features become firmly embedded in the design.

The forms of analysis will be different as the system matures, but all are
part of a single analysis process. Each stage of analysis acts as a baseline upon
which later steps build. The stages reflect the quality of information available,
with analysis depth and breadth increasing as more information is obtained. In
the early project phases, hazard resolution may involve simply getting more infor-
mation about the hazard or generating alternative design solutions. As the project
progresses and the design is elaborated, more detailed analyses and tests may un-
cover new hazards or eliminate old ones from consideration.

If a hazard cannot be resolved at a particular stage, follow-up evaluation
and review may be necessary. Organizational controls, such as audit trails and
tracking systems, must be installed to ensure that this follow-up occurs.

The operational safety achieved depends on the accuracy of the assumptions.
and models underlying the design process. The system must be monitored to
ensure (1) that it is constructed, operated, and maintained in the manner assumed

ing hazard.

-13.1.5 Steps in the Process
A hazard analysis consists of the following steps:

1. Definition of objectives.

2. Definition of scope. . .
3. Definition and description of the system, system boundaries, and informa

tion to be used in the analysis.

4. Identification of hazards. ; f
5. Collection of data (such as historical data, related standards and codes o

practice, scientific tests and experimental results).
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noted earlier, in a continuing and iterative process rather than disjoint sets o
analyses.

6. Qualitative ranking of hazards based on their potential effects (immediate or
protracted) and perhaps their likelihood (qualitative or quantitative).
7. Identification of causal factors.

8. Identification of preventive or corrective measures and general design crite-

iFeatiot;
ria and controls. 13.1.6 Hazard Identificatio

9. Evaluation of preventive or corrective measures, including estimates of cost Hazard identification SEALLS early in the cgncept Sermation stage; ol th? prolj:‘ecl
Relative cost rankings may be adequate and hazard lists are continually updated with new hazards an? tlln ormation abou
; _ - 4 ; . ; ire lifetime of the system.
10. Verification that controls have been implemented correctly and are effective oty identiiied hsvarass ot vt terenl = .

Hazard identification in the earliest stages of a program, often called Prelim

11. Quantification of selected, unresolved hazards, including probability of oc- inary Hazard Analysis (PHA), involves

currence, economic impact, potential losses, and costs of preventive or cor-
rective measures.

12. Quantification of residual risk.
13. Feedback and evaluation of operational experience.

1. Determining what hazards might exist during operation of the system an
their relative magnitude.

2. Developing guidelines. specifications, and criteria to be followed in syster
design.

3. Initiating actions for the control of particular hazards.

4. Identifying management and technical responsibilitie.:s for action and ris
acceptance and assuring that effective control is exercised over the haz‘ards

5. Determining the magnitude and complexity of .the safet)( prqblemsl1n th
program (how much management and engineering attention is required t
minimize and control hazards).

Each step requires documentation of the results and of any underlying as-
sumptions and models. The purpose of the hazard analysis process is to use the
results as a reference for judgm_ent [274] in design, maintenance, and manage-
ment decisions. Accomplishing fﬁ_}is goal requires an explicit formulation of the
models, premises, and assumptions underlying the safety analysis and the design
features used to eliminate or control hazards. There must also be an explicit de-
scription of the assumptions about work procedures and organizational structures
that will constrain management’s freedom of action.

Not all of the steps may need to be performed for every system and for every
hazard. For standard designs with well-established risk mitigation features (per-
haps included in standards and codes), only the first 5 steps (plus step 13) may
be needed. For new designs, usually the first 10 steps are necessary. Step 11 may
be needed when risk control measures require tradeoffs with critical functions or
constraints (such as weight or space), or hazards are expensive to resolve. Step
12 may be required for certification or licensing of systems by government agen-
cies when the potential consequences of a hazard are catastrophic. Completely
eliminating or controlling hazards may not be possible or practical due to politi-
cal factors, lack of time, potential cost, or the magnitude or nature of the hazard;
quantification of the residual risk provides an estimate of the risk assumed in op-
erating the completed system. Step 13 always needs to be done.

Because, as has been widely noted, what can 20 wrong probably will, all
foreseeable uses and modes of the system over its entire lifetime need to be exam-
ined. At various times in its operational life, a system will be exposed to different
environments, processes, conditions, and loads, and the effects will differ accord-
ing to when the stress or condition occurs.

Hazard analysis can be divided into three basic functions: (1) identifying
hazards, (2) identifying and evaluating the hazard causal factors, and (3) evalu-
ating risk. Although names such as Preliminary Hazard Analysis and Subsystem
Hazard Analysis are often applied to these functions, these are merely phases,

The output of the hazard identification process i.s used iq dew‘aloping syster
safety requirements, preparing performance and design spemﬁcapons, test plar
ning, preparing operational instructions, and management plannmg.. The result
_ serve as a framework or baseline for later analyses and as a checkhst. to ensur
that management and technical responsibilities for safety sasksl are carried ogt. ‘
The first step is to identify the system, system boundaries, and the limil
~ of resolution, as described in earlier chapters. If multiple subsystems or systemr
are involved, the boundaries must be consistent. For simple or well-understog
products or systems, the hazards may already be known and the analyst can ski
to the next step. » '
For some special systems regulated by government agencies, hazards or ha:
ard categories may be mandated. For example, the U.S. Departmem. of Defens
(DoD) identifies four hazards (see Section 12.2.2) that must be considered whe
constructing nuclear weapon systems. Special processes, such as Nuclpar Safet
Cross Check Analysis (NSCCA) and Software Nuclear Safety Analysis (.SNS/!
may be required on such programs to ensure that the softwg:e cannot .contrlbL.lte 1
any of these four hazards. NSCCA and SNSA are not- spgcrﬁc analysis technique
but rather rigorous independent verification and validation procedures; they a
described briefly in Chapter 18. . .
In most systems, however, the hazards are not immedlately known or subje
to government mandate and need to be determined. thlds warns that the analy
should not just list every conceivable hazard, including those without any clea
cut relationship to the system being studied [51].
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ric hazards for the Space Shuttle.

Zeric hazards

guided by a model of the system. stamination/corrosion

Most hazard identification involves less structured procedures, but varig
activities can be helpful: '

o Review pertinent historical safety experience, lessons learned, trouble
ports, and accident and incident files.

o Use published lists and checklists of hazards (Table 13.1 is an example fro
[232]). Investigate standards and codes of practice; these often reflect kn
hazards that have caused accidents in the past.

o Examine the basjc CNergy sources, energy flows, and high-energy items i

the system and provisions for their control.

o Consider hazardous materials such as fuels, propellants, lasers, explosiv
toxic substances, and pressure systems. -

trical discharge/shock

franment/weather

tal scenarios. B
o Examine hazard analyses on previous systens.
@ Review the mission and basic

ipact/collision

ychological

ating modes: startup, restart, shutdown, testing, trials of new methods,
breakdown, maintenance, repair, inspection, troubleshooting, modifications,

changeovers, adjacent system change, nonstandard input, stresses (including =
budget, schedule, delays, and catch-up), and adverse conditions. :

o Use scientific mvestigation of physical, chemical, and other properties of th
System, which may involve theoretical studies and small-scale tests,
o Think through the entire process, step by step, anticipating what might go

'emperature extremes
wrong, how to prepare for it, and what to do if the worst happens.

As hazards are identified, information about

oss of habitable environment

thological/physiological/

Generic hazard type

Chemical disassociation

Chemical replacement/combination

Moisture

External shock
internal shock
Static discharge

Fog

Fungus/bacterial

Lightning

Precipitation (fog, rain, snow,
sleet, hail)

Chemical change (exothermic/
endothermic)

Fuel and oxydizer in presence
of fuel and ignition source

Acceleration (including gravity)
Detached eguipment

Mechanical shock/vibration/
acoustical

Contamination
High pressure
Low oxygen pressure
Low pressure

Acceleration/shock/impact/
vibration

Atmospheric pressure (high,
low, rapid change)

Humidity
lliness
Noise

Electromagnetic

lonizing
High

Low
Variations

Oxidation
Organic (fungus/bacterial, etc.)
Particulate

Corona
Short

Radiation

Sand/dust

Vacuum

Wind

Temperature extremes

Pressure release/implosion
High heat source

Meteoroids/metearites
Moving/rotating equipment

Toxicity
Low temperature
High temperature

Sharp edges
Lack of sleep

Visibility (glare, window/
heimet fogging)

Temperature
Excessive workload

Thermal/infrared
Ultraviolet

them needs to be recorded
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Category I'V: Negligible: will not result in injury, occupational illness. or
 system damage.

» all of the information should be avail . @ NASA document (NHB 5300.4) lists NASA hazard cate-

Ihe fOI"l ll-ay EIlClUde Some o1 3“ Of thﬁ 10“0“’“1 1nformatio Cate ory 1'
g fO ation; g o ¥ ( y )

Category 2: Loss of mission (includes postlaunch abort and launch delay
sufficient to cause mission scrub).
Category 3: All others.

o System, subsystem, unit (e
exists).

o Hazard description,
o Hazard cause.

quipment grouping where the potential hazs

o Possible effects on the system and the environment s e e Depaﬁment s St?md'ard R
o e i " ems defines three categories of hazard severity:
o Corrective or preventiv i
safeguards, recgmmendeii ::j?cf:,r Z;d(fj(:;;gﬁﬂ;g:;z e ol post
o Operational phase when hazardous. :
o Organizations responsible for en
specific hazard.

o Verification me'thods (tests, demonstrations. anaIys-ig
that the hazard is effective] y controlled. ' >

o Other proposed and necessary actions.

High: Hazards with potential for major onsite or offsite impacts to people or
the environment.

Moderate: Hazards that present considerable potential onsite impacts to
people or environment but at most only minor offsite impacts.

Low: Hazards that present minor onsite and negligible offsite impacts to
people or the environment.

suring that safeguards are provided for

» inspection) to verif
other component of hazard level, likelihood, is commonly divided into dis-
. ete categories, such as
tion process. The i )
mmended actions h::zai:d o log : - Frequent: Likely to occur frequently to an individual item, continuously
€ been imple- experienced throughout the fleet or inventory. :
Probable: Will occur several times during the life of an individual item.
frequently throughout the fleet or inventory. i

Hazard Level. The hq
4 zard category or level i
Occasional: Likely to occur sometime during the life of an individual item.

ty and often specified in the f,
. orm of
natrices are shown in Figures 12.3 and 12.5. Since the depth of th : several times throughout the fleet or inventory.
Uly depends upon the severity of the hazard, the w p oLt Rnalysisng Remote: Unlikely to occur but possible during the life of an individual item;
’ orst-case consequences must unlikely but reasonably expected to occur in a fleet or inventory. g
Improbable: Extremely unlikely to occur to an individual item; possible for :

a fleet or inventory.
Physically Impossible: Cannot occur to an item or in a fleet or inventory. .

s deﬁned by likelihood and sey

1Jur¥-I or damage) may also be important.
azard i i
seventy categories reflect worst Possible consequences. The ca

ories used i i
are specific to the industry and sometimes the system. For example

e DoD (MIL-STD-882B: § i
ot - System Safety Program Requirements) uses these cat-

Quantitative probability assessment, if used, is stated in terms of likelihood
f occurrence of the hazard per unit of time, events, population, items, or activity, &

has 10~ per year.

sign Criteria. These broad concepts state whar has to be achieved. leaving
designer free to use ingenuity in deciding how the goal may best be achieved.
design criterion for a collision avoidance system, for example, is that maneu-
vers should be avoided that require the objects to cross paths. A typical criterion
a pressure system is that all pressure tanks have a relief valve of sufficient size
reduce the tank pressure when the pressure exceeds a specific amount above

Category I: Catastrophic; may cause death or system loss.
Categcry I1: Critical; may cause severe injury.
Or major system damage. ‘

Category III: Marginal; may cause minor i
ness, or minor system damage.

severe occupational iliness,

njury. minor occupational ifl-
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TABLE 13.2
The relationshi
transit system.

1.7 Hazard Causal Analysis

_ After the hazards are identified, the next step is to determine the causes and ef-
ects associated with each hazardous condition. The hazards can be analyzed in
reater detail as specific system design features are elaborated during develop-
pent. Information about the causes of hazards is helpful in specifying the safety
uirements and design constraints needed to minimize or control hazards to an

p betwe i
en hazards and design criteria for the doors in a rapid

Hazard

Train starts with door open, Design criterion

Train must not be ¢
apable of i :
any door open. mENing witr

Door opens while train is in motion.
cceptable level.

Each hazard can have several potential causes, and each cause can have sev-
ral potential consequences or effects. The factors considered and the process of
ntifying them will depend on the underlying accident model used (see Chap-
er 10), either consciously or subconsciously, by the analyst.

When examining complex systems, the analyst may need to consider con-
ditions or events involving several components or the interfaces among compo-
ents. For such systems, a model of some type and an analysis method defined
for it are often useful in tracing the effects of conditions or events either back-
ward or forward. Sensitivity analysis may be used to determine the most impor-

Doors must r i
emain closed whi s
N iy while train is in

Door opens while improperly aligned with

station platform, Door must be capable of openi ng only after

train is stopped and properly aligned with

platform unless eme :
below). rgency exists (see

Door close .
S | i V. reas must € Cle efore I
S i 0l area ust b cl ar b
| Wi e someor e is in d() rwa’ DOOI s ori dOO

closing begins.

Door that closes on an obstruction does not

"
€open, or reopened door does not reginse An obstructed door must reopen to

Permitremoval of obstrycti
Lire uction an,
autom§t|caily reclose. S

tant factors.
Causal analysis can be divided into system {whole) and subsystem (unit or

art) analyses. These two types of analysis are merely different parts of a total
process and different ways of looking at the system. Both are usually performed,

ince each contributes important information.

Doors cannot be
opened ]
evacuation, n for emergency Means must be provided to open doors f
ors for

emergency evacuation wh
en the train j
stopped anywhere. e

Source; Adapted fr s
: t om Willie Ham
Englewood Cliffs, N.J,, 1980, page”"gg?Producr Safety Management ang Engineering. Prentice-Hall, |
' : e-Hall, Ine.,

System Hazard Analysis. This analysis considers the system as a whole and
dentifies how the system operation, the interfaces between the system compo-
ents, and the interfaces between the system and its operators can contribute to
azards. As stated earlier, segmenting the system operation into sequences of
events and actions (operational phases) by considering the mission and goals is
' often useful. The time at which a condition is critical varies with the system con-

figuration, its location, and the time that an event occurs.

ll]]OI'II]Z] operating pressure, Tab]
azards and system desi i
ign crit
[108]. =
Design criteria are not re
and apply to a particular desi
ments. Design criteria are ge
systems and designs.

” .
. 1f3.2 shows the relationship between System
a for the door control in a rapid transit system

ui .
;n)lrinzent; (which are much more specific in nature
» DUt rather are used to derj i
. ve the desi i
; £0 require-
eral in nature and can be applied to many dif?erem

_Subsystem Hazard Analysis. This type of analysis looks at individual sub-
ystems and determines the effect of their operating or failure modes on system
hazards. Typical subsystems include power, structural, control, sensor, operator,
_ communications, propulsion, and environmental control. This type of analysis
identifies the impact on overall safety of component failure modes, critical er-
' roneous human inputs, and operating or failure modes of the subsystem related
) performance, operational degradation, functional failure, unintended function,
and inadvertent function (proper function but at the wrong time or in the wrong

the phase must also be fi
documented :
or each hazard. Failure of 4 missile launch i order).

Software Hazard Analysis. Software is just like any other component, espe-
cially various types of control or monitoring components, and thus will be in-

cluded in the system hazard analysis as well as the focus of a subsystem hazard
S TR SR SRS Nad Cafromre Hasard Analueicd The comnuter’s behavior

range [106].

301



302

Chapter 13. Hazard Analysis

and its interfaces to the rest of the system must be evaluated for potential con-
When such critical behavior is identified, it can be
traced into the software design and code to identify parts of the software that re-

tribution to system hazards.

quire special design features or that need to be analyzed in depth.

Later, the software is evaluated to determine if the system design criteria
have been satisfied in the software specifications and if the software implementa-
tion has impaired or degraded system safety or introduced new hazards. Because
of the difficulty of these tasks, normally each part of the software development

process is evaluated rather than just waiting until the software is complete.

All software, including commercial off-the-shelf software (COTS), needs to
be analyzed to the level necessary to determine any impact or influence on the
identified system hazards. In addition, changes to the software must be evaluated

for potential impact on hazards.

Operational Hazard Analysis. A separate analysis of the risk controls that
have been assigned to operational procedures, called Operational Hazard Analy-
sis, may also be performed. Often this analysis is left until the design is complete.
The process, however, is no different than the other analyses, and there is no good
reason to separate it or to leave it until the end. Instead, the operational use of the
system should be considered from the Géry beginning (like the other analyses)
and should be an integral part of the system and subsystem analyses. Otherwise,
hazardous conditions may be left for procedural control that are impossible, un-

wise, or could have been handled more easily and safely in the design.

In addition, the information uncovered in the anaj ysis of operator procedures
should be used in the human-machine interface design and thus needs to be
available early. This approach implies a very different design process than is often
applied: The operational procedures are defined in concert with the automated
systems and do not consist merely of functions that the designers did not know
how to automate.

Operational analysis, like the other subsystem analyses, looks at all the ways
that the operators can contribute to system hazards if they follow defined proce-
dures (the system operates as it was designed to operate) or if they do not. Typ-
ically, operational procedures are divided into phases or tasks (as is done for the
other analyses), which are analyzed in detail for their potential contribution to
hazards, including proper and improper sequencing of actions.

13.1.8 Risk Assessment and Acceptance Analysis

Once design and development are complete, the system design can be evaluated.
The goal here is not to guide the design process but to evaluate the final product.
The results may be used internally or for independent certification to determine
the residual risk and whether the system Is acceptable for use.

The acceptance analysis should include more than Just estimates of the prob-
ability and consequences of hazards and accidents. Each hazard should be docu-
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actually collide, depends on the hazard and system involved. Usually, the number
of uncontrolled variables makes prediction very difficult. -

Assessing Human Error. A second controversial aspect of probabilistic risk
assessment is the accuracy of human error data. Most systems do not provide
enough data on human error to be useful for probabilistic modeling. The alter-
natives are to use laboratory studies or to use numbers collected over a long time
and over many types of systems. :

The difficulty in extrapolating from laboratory studies stems from the signif-
icant differences between the laboratory and industrial settings [269]. Laboratory
tasks tend to have (1) a well-defined goal, (2) stable requirements, (3) specific in-
structions, (4) artificial and low-valued payoffs, and (5) the subject controlled by
the task. In contrast,

In “real” tasks only a (sometimes vague) overall performance criterion is
given and the detailed goal structure must be inferred by the operator. . . .
The task may vary as the demands of the system vary in real time. Operating
conditions and the system itself are liable to change. Costs and benefits may
have enormous values. There is a hierarchy of performance goals. The oper-
ator is usually highly trained, and largely controls the task, being allowed
to use what strategies he will. Risk is occurred in ways which can never be
simulated in the laboratory [269]. -

The other alternative, using historical data from a large number of systems,
has two main drawbacks: (1) the data and tasks from one system may not apply
to a different system, and (2) data collection is often biased, incomplete. or in-
accurate. Case studies and incidents do not represent all the errors that operators
make, but merely those that are reported. Unreported errors tend to be those that
the operator is able to correct before damage occurs. Monitoring is one way to
collect data, but human behavior may be abnormal if the person being monitored
is aware of the monitoring.

Human error data also suffers from the difficulty of classifying errors, such
as determining whether an error was an operating error or a design error. The
variety of classification schemes makes use of data in a different environment
unreliable.

Given the discussion of the relationship between human behavior, psycho-
logical mechanisms, and task characteristics in Chapter 10, it seems misleading
to collect empirical data about human errors without also noting subtle differ-
ences in the environment and system design when those errors occurred. There
can be wide variation in the environmental situations and physical aspects of the
tasks, including stress factors such as noise, temperature, emotional stress, and
vibration. For example, collecting probabilistic data about humans misreading a
particular type of dial in poor lighting and then applying the “probability of mis-
reading a dial” to systems with a different dial design and better lighting may
be unjustified; noting in the database all conditions under which every error was
made is probably impossible, and the number of instances is not large enough for

h differences to become unimportant. Errors on particular tasks may aiso de-
nd on the other tasks the operator is performing. Thus, ti}e context of the task
is extremely important, further limiting the situations in which historical data ap-
?Eles.Besides the problems in collecting it, human numerical error rate .dgta also
suffers from various other kinds of uncertainty. Human performance exhibits con-
siderable natural variability based on skill, experience, and‘ ;.)e'rSOHal characteris-
tics [189]. Not only do people differ in their }'nnate capabilities, but t.hg perfor-
mance of any one individual will vary over time. Some of these variations are
unpredictable, while others seem to be circadian. Pet.'formance variations over a
' 24-hour day arise from fluctuations in the work situation and also frgm modifica-
 tions in human capabilities [276]. Historically, safety apd productivity are low‘ at
ight. The fact that we are a diurnal species may explain why many of the major
industrial accidents involving human error have occgrred at night [85}.'Vanab11-
ity in performance may also arise from interactions with an unstable environment,
from stress, and from interactions with other workers. ‘ ' .

Specific methods for assessing human error rates and 'mcludmg them in
hazard analysis and risk assessment have been proposed despite these problems.

_ They are discussed in the next chapter.

13.2 Types of System Models

Every hazard analysis requires some type of model of the syster?, [l\hfh;c:‘:irgg
range from a fuzzy idea in the analyst’s mind to a complex‘and carefully spe t

mathematical mode!l. The model may also range from a hlg.h-lcvel abstraction to
"2 low-level and detailed prototype. Nevertheless, information about the system
must exist in some form. and that constitutes the system model upon which the

is 1 rmed. )

analyzsnlligz{f?s a representation of a system that can be manipulate'd in order
to obtain information about the system itself. Models can be categorized along

different dimensions [50]:

o Material models (which represent a complex system by another }:;hyﬁn:al
system that is simpler yet similar in important respes.:ts) versus symbolic or
formal models (which represent the structural properties of a system in terms
of assertions or logical statements). . .

o Dynamic models (where the features of the model vary perceptibly wit
time) versus static models. . l [

o Stochastic models (containing intrinsic probabilistic or random e.e.m.en.%
that affect the outcome or response of the model) versus deterministic

models. . -
o lconic models (those that pictorially or visually represent 'aspects of the
system), analog models (those that employ one set of properties Lo represent
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- another set), and symbolic models (those that use mathematical or logical -

operations to predict the behavior of the original system).

Particular models may be categorized along all of these dimensions, with the most
useful model being that which provides the information needed most efficiently.
Modeling any system requires a description of the following [50]:

o Structure: the interrelationships of the parts along some dimension(s) such
as space, time, relative importance, and logic or decision-making properties.
o Distinguishing qualities: a qualitative description of the particular variables

and paramelers that characterize the system and distinguish it from similar
structures.

o Magnitude, probability, and time: a description of the variables and parame-
ters associated with the distinguishing qualities in terms of their magnitude

or frequency over time and their degree of certainty for the situations or con-
ditions of interest.

This information can be stored or displayed in various ways, ranging from
simple tables or bubble charts (which provide a way of storing or organizing in-
formation but no formal manipulation or analysis methods) to formal structures
such as trees or graphs, staie machines-(which show the states of the system and
the events that cause state changes), and‘full unsteady-state models comprised of
algebraic and differential equations. Some of these structures can be combined:
Safety models, for example, often employ tree structures to show logical rela-
tionships and tables to describe additional information.

Selection of the model will determine what information can be specified and
what can be derived from the model through analysis. For example, a particular
model may not include any mechanism for showing changes over time, or it may
have no way of representing dependencies between the System components being
modeled. The better a representation of the original system and the better the
match between the properties of the model and the properties of interest in the
analysis, the more useful the model will be in providing information about system
behavior.

When using any model, it is important to specify the boundaries of the
system being modeled and what is not included, assumptions about the system
(such as independence of components), and what assumptions are most likely to
be incorrect or invalidated by changes and thus need to be checked periodically.

13.3 General Types of Analysis

Different types of models allow for various types of analysis or manipulation of
the model to learn more about a system. A model and its associated analysis
methods may focus on logical and functional structure of a technical system to
evaluate the propagation of events and conditions, or it may include a detailed
description of work or tasks to evaluate the effect of various human operations

13.3. General Types of Analysis

on the system state. The models and analysis techniques also imply different

underlying accident and human error models, which influence the hazards and

causes that will be identified and considered. .

There is often a tradeoff between the difficulty of building and analyzing the
model and the quality of information that can be derived from it. In order to make
modeling and analysis practical, simplification of co.mpliex systerq behavior may
be required. For example, process variables are intrinsically cgmmuqus, but for
many models and analysis techniques. they are treated as having a discrete and

- small number of values. Thus. flow may be characterized as normal. high, or low,
- or the state of a valve may be limited to normal movement. stuck open, or stuck

closed.
No one model or analysis technique is useful for all purposes, and more than

one type may be required on a project. A relatively simple system lwith only a few,
well-understood hazards may require only simple comparisons with checklists or
codes of practice. On the other hand, when what cou]_d happen or has happened
involves complex sequences or combinations of conditions or events. then formal,
documented analysis procedures may be necessary [119].

Analysis techniques can be differentiated by their goals, whether they are
quantitative, the phase in the life cycle when they are used (such as pre- or post-
design), the depth of analysis. the domain upon which thgy_are defined (such as
the structure and function of a technical system, the description of work or tasks,
or the structure and function of an organization [323]), and the search methods
used. .

Analysis techniques usually involve searching. Thfe search strategy will de-
pend upon the type of structure being searched, including the basic e!eme'n'ts of
the underlying model (such as physical or logical component_s. events: con@nons,
or tasks) and the relationship between those elements. Typical relationships are
temporal (time or sequence related) and structural (wholle—part). For ef'(ample. if
the relationship is temporal, the search may identify prior or succeedmg even.ts
(that may or may not be causally related to the original event). If_ the relationship
is strucu;ra[. the search may involve refining the event into constituent events.

Search techniques can be classified as (1) forward and backward, (2) top-
down and bottom-up, or (3) combinations of these two.

13.3.1 Forward and Backward Searches

Forward (sometimes called inductive) and backward (also called deductive)
searches are useful when the underlying structure is temporal and the elements
are events, conditions, or tasks. A forward search takes an initiating event (or
condition) and traces it forward in time. The result is a set of states (where a state
is a set of conditions) that represent the effects of the initiating event. An examp.le
of such a search is determining how the loss of a particular control surface will

affect the flight of an aircraft.
The purpose of a forward search is to look at the effect on the system state
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The states found in a forward search and in a backward search will probably not
be the same. -

of both (1) an initiating event and (2) later events that are not necessarily caused
by the initiating event. In fact, causal independence is often assumed.

Tracing an event forward can generate a large number of states, and the
problem of determining all reachable states from an initial state may be unsolv-
able using a reasonable set of resources. For this reason, forward analysis is often
limited to only a small set of temporally ordered events.

In a backward or deductive search, the analyst starts with a final event or
state and determines the preceding events or states. This type of search can be
likened to Sherlock Holmes reconstructing the events that led up to a crime.
Backward search methods fit well with chain-of-event accident models, where the
goal is to determine the paths (sets of states or events in temporal ordering) that
can lead to a particular hazard or accident, They are useful in accident investi-
gations and in eliminating hazards by installing controls to eliminate predecessor
events.

The results of forward and backward searches are not necessarily the same.
Tracing an initiating event forward will most likely result in multiple final states,
not all of which represent hazards or accidents: There is one initiating state and
multiple final states (Figure 13.3).

Tracing backward from a particular hazard or accident to its succeeding
states or events may uncover multiple initiating events. Forward searches could,
of course, consider multiple events, but combinatorial explosion usually makes
this goal impractical and so the number of initiating events that can be considered
is usually limited. It is easy to see that if the goal is to explore the precursors
of a specific hazard or accident, the most efficient method is a backward search

13.4. Limitations and Criticisms of Hazard Analysis

ocedure. On the other hand, if the goal is to determine the effects of a specific
re, a forward search is most efficient.

13.3.2 Top-Down and Bottom-Up Searches

second categorization of search methods is top-down or bottom-up. Here the
elationship being investigated is structural (whole—part): Higher-level abstrac-
ons are refined or broken down into their constituent parts. A basic event, set,
sk, or system may be broken up into more basic events, conditions, tasks. or

‘subsystems in a top-down search. When the search is bottom-up, subcomponents
are put together in different ways to determine the result. An example of a top-
‘down search is identification of all the ways that power can be lost. A bottom-up

search might examine the effect of an individual battery failure on the system as
a whole.

As with forward and backward searches, the results of top-down and bottom-
up searches are not the same. For example, examining only the effects of individ-
ual component failures on the overall behavior of the system (a bottom-up search)
misses hazardous system behavior that results from combinations of subsystem
failures or from combinations of nonfailure (correct) behavior of several subsys-
tems. As in forward searches, considering the effects at the system level of all

- possible combinations of component behavior is not practical. Top-down searches

that start from a hazardous system behavior will be more practical in this case.
On the other hand, determining the effect of a particular component failure on
system behavior is, theoretically, most efficiently accomplished using a bottom-
up search. Determining the effect of a component failure at the system level using
a bottom-up approach. however. is often very difficult for complex systems.

13.3.3 Combined Searches

Some search strategies do not fit into one of these categories. Instead, the search
starts with some event or deviation and goes forward and backward or top-down
and bottom-up to find paths between hazards (or accidents) and their causes or
effects. The search may start with deviations, failures. changes, and so on.

13.4 Limitations and Criticisms of Hazard Analysis

Hazard analysis serves as the basis of Judgment for many aspects of system
safety. Therefore, understanding its limitations and common problems is impor-
tant. Since qualitative analysis always precedes quantitative analysis, all limita-
tions of the former apply to the latter. Quantitative techniques have additional
limitations, however,

Hazard analyses, along with their underlying accident and system models,
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may not match reality. They often make unrealistic assumptions, such as assi
ing that (1) the system is designed, operated, and maintained according to
engineering standards; (2) quality control procedures will ensure that all equ
ment conforms to the design specifications and is inspected, calibrated, mai
tained, repaired, and tested at suitable intervals; (3)-testing is perfect and repaif
time is negligible; (4) Operators and users are experienced and trained; (5) op
ational procedures are clearly defined; (6) the system operates perfectly from ¢
beginning; and (7) key events are independent and random.

Phenomena unknown to the analysts obviously cannot be covered in
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data with necessarily low confi . ! : ‘

ly sufficient data on component behavior that includes different opera;mlg
ions, component types, failure modes and distributions, common cause fail-
-and so on. ' _ _ .
Not only are there inaccuracies in failure data, but the mfonnaﬂqn requ;;te:
onsequence modeling and human error data is often unknown or inaccurate,
tem mean that important accident contributors may not be considered [327
Sometimes, the boundaries of the analysis are drawn incorrectly and relevant s
systems, activities, or hazards are excluded.

Even if all the assumptions are right to begin with, conditions change
the models may not accurately reflect the current system. In general, there is w
way o assure completeness—that is, that all factors have been considered.
Kletz claims that, in practice, the majority_of errors in hazard analyses resul

from faults in the model or failure to foreseé hazards and not from errors i
the data:

scussed earlier. . . .
Other limitations of hazard analysis stem not from the techniques them
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~ With this information about the hazard analysm process and its genzri s
jons in mind, we are ready to examine specific hazard analysis mode

hmiques.

The mistake made by many hazard analysts is to quantify (with ever grea
accuracy) the particular hazards that they Rave thought of and fail to fo
that there are other hazards of much more importance. This means that s
called confidence [imits have a very restricted meaning. They are telling y
the error that can arise because of the sample size of the data, but they
not tell you that errors can arise because the analyst did not realize that the
Wwas some other way in which the hazard can occur [113]. ;

Hope and colleagues suggest that the general nature of some of the methodologies
can easily lead to misinterpretation and misuse of the results [126].

The limitations discussed so far relate to the particular models constructed
A second group of limitations relates to simplifications in the modeling tech-
niques themselves. Examples include requiring that continuous variables be spec-
ified as discrete variables, not allowing consideration of certain timing factors
such as time delays or the ordering of events, and assuming independence so that
common-cause failures are not handled.

Simplifications may stem from the inability to represent particular aspect
of the system or to evaluate them in the analysis. Policy and principles of map
agement are rarely included, for example, nor are the safety culture of the or-
ganization, organizational Structure, training factors, and the safety engineeri

be limitations in the search patterns, the system models, or the underlying ac
cident models that restrict the factors that can be considered, A few evaluations
of specific hazard analysis methods and models have been performed (see Sec
tion 14.14), but their validity is largely unknown,
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