Chapter

‘Hazard Analysis Models and
Techniques

Before a wise man ventures into a pit, he lowers a ladder—so he can
climb out.

—Rabbi Samuel Ha-Levi Ben Joseph Ibm Nagrela

Ben Mishle

mny different types of hazard analysis have been proposed and are in use. Some
differ primarily in their names, whereas others truly have unique and important
-characteristics. One of the greatest problems in performing hazard analysis may
‘be in selecting appropriate models and techniques that match the project’s goals,
.tasks, and skills. Because the methods have different coverage and validity, sev-
eral may be required during the life of the project. No one method is superior
‘1o all others for every objective or even applicable to all types of systems. Per-
.haps the most important fact to keep in mind is that very little validation of any
-of these technigues has been done, and so all results should be treated with ap-
priate skepticism. That does not mean that the techniques are not useful, only
that they must be used carefully and combined with a large dose of engineering
judgment and expertise.

The resources and time for any analysis are limited. Not all resources should
be put into one single method or into one single phase of the analysis process. In
planning the analysis and selecting appropriate procedures, consideration should
be given to its purpose, who will use the results and what kind of information is
expected, the seriousness of the potential hazards, the complexity of the system,
the nature of the project and the uniqueness of its design and technology, the de-
gree of automation, the types of hazards to be considered, and the role of humans
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ecklists used by pilots, for example). Information gained during the hazard

and computers in the system [299]. Only a few of the techniques described
process for the project should be used to design operations checklists.

handle software in any reasonable way.

lion

analyses :
In this chapter, each technigue o : : lists are an excellent way to pass on lessons learned, especially for hazard

and the life cycle phase toc\l:';llzg:e'tls ﬁrslt' described in I.EI'.ms of its basic feat atification. For designers, they help to ensure good engineering design prac-
section of the chapter describes thel appnxes, and then it s evaluated. The #es and compliance with standards, codes, and specifications; for reviewers,
Small amount of experimental validatioa‘ help to verify that prohibited or bad practices have been avoided and that

rements have been satisfied.
On the negative side, checklists may encourage users to rely on them too
and thus to overlook items not on the list. Also, to be comprehensive,
sts may have to include a large number of questions, and, as experience
s problems, more will be added. They can then become large and difficult to
..and users may be lulled into thinking that all issues that should be considered
been included. Checklists often induce false confidence—a belief that if
ything is checked off, the system is safe. In addition, most do not allow
ve ranking of hazards or include information about relative effectiveness of

14.1 Checklists

Description

checklists are . .
s theall; s;(;l:; :;a:;, to pass czin this experience so:that each project need n : ive safeguards [126]
e past and st s 3 ; .

P art each hazard analysis from scratch. As Another problem arises when the lists are used without giving careful

repository of mistakes made and les :
ns learned, checklists provide feedback # ht to the specific situation being considered. Ozog and Bendixen provide an
mple from the process industry: A checklist might reasonably require flame
stors in vents from flammable liquid storage tanks, but if the vapors are sus-
may also be derived from standard Hble to polymerization, venting directly to the atmosphere might be safer
s : . i p
Ches s e s ] e andfcodes of good engineering practice, ‘ 1. In this case, relying on the checklist without considering special circum-
s1gn of well-understood systems, for which ces might create a more hazardous situation.
Checklists are included . While checklists may be useful. more sophisticated analyses for all but the
thinking. In fact many of theaZtZZra::g;?s [S(: hhnlguc he'!re because they guide plest systems are essential to an effective safety program.
o chniques incorporate forn
of checklist in their procedures. Basj . p some fo
. - Basic checklists are simply lists of h :
specific design features. Others stimula W of hazards or
. te thought and enquiry with qu ti .
ngoope;] ended rather than requiring only a “yes” or “ng” Iz?:lswer ?)re: ;zgf:lzhxf # Hazard indices
X. ror example, instead of asking “Is the s z
ic i 2 : ) ystem protected against electro
:;zfi;’::ttlé l\tfl';t;il!'ferenc:e? the list might instead ask “How is the system protected: scription
‘ ard indices measure loss potential due to fire, explosion, and chemical reac-
y hazards in the process industries. They were originally developed primarily
imsurance purposes and to aid in the selection of fire protection methods, but
can be useful in general hazard identification, in assessing hazard level for
n well-understood hazards, in the selection of hazard reduction design fea-
for the hazards reflected in the index, and in auditing an existing plant.
The oldest and most widely used index was developed by the Dow Chem-
Company. The Dow Chemical Company Fire and Explosion Index Hazard
sification Guide (usually abbreviated as the Dow Jndex) was first published
1964 and was originally the basis for calculating a Fire and Explosion Index.
1, it was expanded to calculate the maximum probable property damage and

-ife-Cycle Phase

,I;ecghsts are commonly used in all life-cycle phases, and in fact are most y

:[fo':fm Zl:' onet;ted toward a specific phalse. F.or hazard identification, they provi

1on about known hazards or high-risk conditions, helping to make sg

1gt hazards are not overlooked. For a design, they ensure conformance tos

;::!g ;odes gmd sFandards gf pra-ctice. ]_Design checklists often use a series
i quest:qns like those in design reviews, During operations, checklists

> used for periodic audits or to ensure that steps in procedures azre not forgotten
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the maximum probable days outage. Any operation where a flammable, com-
bustible, or reactive material is stored, handled, or processed can be evaluated
with the Dow Index. Auxiliary plant, such as power generation equipment, office
buildings, control rooms, or water systems, is not.covered.

The Dow Index first requires dividing the plant into units, a unit being a
part of a plant that can be readily and locally characterized as a separate entity.
Generally, a unit consists of a segment of the overall process: In some cases, it
may be a part that is separated by distance or by walls; in others, it may be an
area in which a particular hazard exists [196, 126].

The Fire and Explosion Index indicates the fire and explosion hazard level of

a particular unit. The calculation of this index uses a measure, called the Material
Factor (MF), of the energy potential of the most hazardous material or materials
in the unit in sufficient quantity to present a hazard. This measure is a number
from 1 to 40 and is calculated on the basis of flammability and reactivity. For
some properties, the MF can be found in a table; for others, it must be calculated
(Lees [172] explains how). General and special hazards (including factors such as
properties of the materials, quantities involved, the type of process and whether it
is difficult to control, process conditions, and construction materials) are treated
as penalties applied against thc MF. A ToXicity Index can also be calculated to
evaluate the exposure level of toxicity hazai-fls.

Basically, these calculations combinea number of empirical hazard fac-
tors that reflect the properties of the materials being processed, the nature of the
process, the spacing of equipment, and the judgment of the analyst about them
[126]. The index is then used to determine the fire protection required. Basic fire
protection design features, including minimum separation distances, are recom-
mended in the Dow Index.

Attempts have been made to improve on this index or to come up with
alternative indices, but most alternatives have not found widespread acceptance
outside the organizations in which they were developed [249]. One that has been
used in the chemical industry, called the Mond Index, was proposed in 1979, It
expands the Dow Index to include additional factors related to the effects of toxic
materials and layout features (such as spacing, access, height, and drainage) on
the hazard level.

Evaluation

Hazard indices provide a quantitative indication of the potential for hazards as-
sociated with a given design. They work well in the process industry, where de-
signs and equipment are standard and change little, but are less usefu] for systems
where designs are unique and technology changes rapidly. Lowe and Solomon
[196] claim that the Dow Index and others are particularly useful in the early
stages of hazard assessment, since they require a minimum of process and de-
sign data and can graphically demonstrate which areas within the plant require
more attention. The indices can also help to identify which of several competing

14.3. Fault Tree Analysis

process designs contain the fewest inherent hazards, and they provide information
- useful for site selection and plant layout [250].

The indices only consider a limited set of hazards, and even for these, they
determine only hazard level. No attempt is made to define sl?emﬁc causal factori.l
which are necessary to develop hazard elimination or reduction measures beyon
the standard equipment information provided in tfables. Thus, the indices 30 no{;
provide a complete picture and are useful primarily to supplement other hazar

analysis methods.

14.3 Fault Tree Analysis

Description

Fault Tree Analysis (FTA) is widely used in the aerospace, electronics, and B?ul;
clear industries. It was originally developed in 1961 by H. A. Wa;tson at :,

‘Telephone Laboratories to evaluate the Minuteman Launck-l Contro S};,Stzn; or
an unauthorized (inadvertent) missile launch. Boolean logic methods had been

~ used at Bell Labs for communications equipment, and these were adapted to FTA.

Engineers and mathematicians at the Boeing Company developed the procedure
ecame its foremost proponents. . -
1:urthel::rTE:fcilsbprimari]y a means for analyzing causes of hazards, nﬁt lq?jnu?él;ﬁ
hazards. The top event in the tree must have be-en foreseep and thus 1b .entl'ons
first by other techniques. FTA uses Boolean logic to describe the cclup 1{1:1 1tree
of individual faults that can constitute a hazardous evept. Each level in ebl
lists the more basic events that are necessary and sufficient to cause the problem

wn in the level above it. .
e FTA is a top-down search method. Backward or forward search techniques

are chronological orderings of events over ti_me. but. each Iev.el of thetfal(l;:, ;;etz
merely shows the same thing in more detal.l. The intermediate ei;ren s N
between the top event and the leaf nodes in thp tr.ee) are pseu o;veg -
stractions of real events)—they are simply cc')mbmatlons or sets of ef tle;\sxc;r:e
primary events and are usually removed during the formal analysis of the
(Flgué)encl::ﬁtlgé tree is constructed, it can be written as: a Booie%an expressntc:)gl :em(i
simplified to show the specific combinatioys gf ldenuﬁe‘d Pasw .events (:1; cirl:e
to cause the undesired top event. If a quantitative analysis is desired and feasi .
(the individual probabilities for all the basic events are known), the frequency o
can be calculated. N

e tolEaEY:: 'rll‘:'ee Analysis has four basic steps: (1) s_ystf,m deﬁmt%on, (2) fault tree
construction, (3) qualitative analysis, and (4) quantitative analysis.

- System Definition. This is often the most difficult pa.ut_of the FTA ta;k.; it re-
quires determining the top event, initial conditions, existing events, an 1mper%
miceihla suante The calectinn nf tan pvents i< cricial. since the assessment o



318

Chapter 14. Hazard Analysis Models and Techniques

Top Event

Intermediate of
pseudoevents

Basic or
primary events

FIGURE 14.1
The leaf nodes of a fault tree represent the basic or primary events,

=9

hazards in the system will not be comprehensive unless fault trees are drawn for
all significant top events.

A thorough understanding and definition of the system and its interrelation-
ships is essential for this step and all other steps in FTA. The analyst may use
system functional diagrams, flow diagrams, logic diagrams, or other design rep-
resentations, or may rely on his or her knowledge of the system. The physical
system boundaries must be carefully defined. ,

For any component that has more than one possible state, the analyst must 3
decide upon the system state (initial state) to be analyzed for the occurrence of
the top event. If the top event is an inadvertent weapon release from an aircraft,
for example, the events in the tree will be very different depending on whether the
aircraft is on the ground, in flight and cruising to target, or over the target but not
in proper position for the release [296]. Similarly, the fault tree for the collision
of two automobiles will depend upon traffic speed and density.

k-

Fault Tree Construction. Once the system has been defined, the next step
is fault tree construction. Briefly, the analyst first assumes a particular system
state and a top event and then writes down the causal events related to the top
event and the logical relations between them, using logic symbols to describe the
relations. Figure 14.2 shows the symbols used for fault trees, of which the most
frequently used are AND and oR gates. The output of an AND gate exists only if
all the inputs exist (it represents combinations of events); the output of an or gate
exists provided at least one of the inputs exists (it shows single-input events that
can cause the output event). The input events to an or gate do not cause the event
above the gate, but are simply re-expressions of the output event. In contrast, the

| O
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8
-
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An event that results from a
combination of events through
a logic gate AND gate

A basic fault event that
requires no further
development

OR gate
A fault event that is not
developed further, either
because the event is not
consequential or the
i ion is not
necessary information is n INHIBIT gate

available

An event that is expected to
occur normally

A condition that must be
present to produce the output
of a gate (for example, used
to enforce an order sequence
on an AND gate)

Transfer

FIGURE 14.2
Fault tree symbols.
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events attached to the AND gate are the causes of the event above the gate [344].
This causal relationship is what differentiates an AND gate from an OR gate.

Inhibit (NOT) gates can also be used, but are 12ss common. They may be
needed in a situation where there are two flows, X anq Y, and the top event occurs
if there is either no X flow or no Y flow. The simple OR gate is inclusive—it states
that the top event occurs if there is a failure of X flow. Y flow, or both. If the goal
is to specify that the top event does not occur if there is a failure of both X and

Wrong or inadequate
treatment administered

[ |

Y flows (exclusive- OR), then the simple or gate will not suffice and an INHIBIT or } signs Vital signs exceed

other type of gate is needed. roneously reported critical limits but not
The relationships between the events shown in the fault tree are just standard exceeding limits corrected in time

logical relations and therefore can be expressed using any of the alternative forms:

of Boolean algebra or truth tables. The tree format, however, seems to havé | [g

advantages in terms of readability. e

The process continues, with each level of the tree considered in turn until -
basic or primary events are reached. These are completely arbitrary, and the an-
alyst must determine the stopping rule for the-analysis, or, in other words, the
resolution limit of the analysis. The events considered to be basic in the analysis
will depend on its purpose, scope (a first estxmatc or a fully detailed analysis),
and intended users; the available knowledge about the causes of events; and the
availability of statistical data if a quantitative analysxs is desired. Figure 14.3 is
an example of a fault tree.

Frequency of
measurement
too low

Vital signs Nurse does

not reported not respond
to alarm

Computer
fails to raise
alarm

Quaititative Analysis. After the tree is constructed, qualitative analysis can
begin. The purpose, basically, is to reduce the tree to a logically equivalent form *
showing the specific combinations (intersections) of basic events sufficient to
cause the top event. In essence, the intermediate pseudoevents are removed and
only relationships between the top event and the primary events are described.
These are called cut sets. The goal of the analysis is to find the minimal cut sets,
which represent the basic events that will cause the top event and which cannot
be reduced in number—that is, a cut set that does not contain another cut set. Cut
sets are defined such that if even one event in the cut set does not occur, the top
event will not take place.

The minimal cut set representation as a tree corresponds to one OR gate with
all the minimal cut sets as descendants. The same primary events usually will oc-
cur in more than one of the minimal cut sets; thus, the minimal cut sets are gener-
ally not independent of each other. A medium-sized fault tree can have millions of
minimal cut sets, so computer programs have been developed to calculate them:. °
The procedures for reducing the tree to a logically equivalent form are beyond
the scope of this book; the interested reader is referred to one of the many books
on this subject. In general, the procedures employ Boolean algebra or numerical
techniques, for example using the logical structure of the tree as a model for trial
and error testing of the effects of selected combinations of primary events.

Minimal cut sets provide information that helps identify weaknesses in the
system. For example, they determine the importance or ranking of each event
with respect to the top event. A number of measures of importance have been

Nurse fails
to input them
or does so
incorrectly

Human sets
frequency
too low

Sensor
failure

Portion of é fault tree for a patient monitoring system.

‘defined; some rely solely on structural considerations, while others require prob-
abilistic information [172].

titative Analysis. The probability of the output of a logical gate is equal
;o the probability of the corresponding function of the input events—both charac-
terize the same event. Quantitative analysis of fault trees uses the minimal cut sets
calculate the probability of occurrence of the top event from the probability of
currence of the basic events. The probability of the top event will be the sum
the probabilities of all the cut sets if they are all statistically indepex?der.lt (the
ame event is not present in two or more cut sets). If there is any replication of
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events in any cut set, independence is compromised and the replication must be
taken into account in any quantitative analysis. The probabilities of each cut set
are determined by multiplying together the probability of the basic events.

According to Ozog and Bendixen [250], a common mistake in quantifying
fault trees is multiplying two or more frequencies together, yielding meaningless
results. To help avoid this mistake, they have changed the tree symbols to clarify
which events are frequencies and which are probabilities.

e-Cycle Phase

hough generic fault trees can be constructed before the details of de_sigﬂ and
struction are known, they are of limited usefulness. To be most effective, FTA
ires a completed system design and a thorough understanding _of the system
nd its behavior in all operating modes. Information is usually too incomplete to
: arform detailed fault tree analysis at the preliminary design stage [S]. although
If the probabilities of the basic events are given by a probability density ‘few features of alternative designs may be compared. I.n addition, fault trees
function (the range of probabilities over which the event can occur) rather than be used early in the design process to identify wherc.mterlocks are re_qmred
by a point probability value, then the probability of the top event also must he md will be most effective. but they are not the most efficient model for this pro-
expressed as a density function. Monte Carlo simulation can be used to determine ess [42).
these functions [126]. " FTA may also be applied to completed or existing systems (o prove thgt
the system is safe. The quantitative fault tree procedures are most useful for this
TpOSe.
Automatic Synthesis. Several procedures for automatic synthesis of fault
trees have been proposed, but these work only for systems consisting purely of
hardware elements. Basically, a model of the hiardware, such as a circuit diagram,
is used to generate the tree (7, 10, 172]. Taylor’s technique, which is typical, takes
the components of the hardware 1nodel and déicribes them as transfer statements
[335]. Each statement describes how an outﬁut event from the component can
result from the combination of an internal change in the component and an input
event. Such statements can also describe how the component state changes in re-
sponse to input events. In general, the transfer statement will be conditional on
the previous component state. Together, the transfer statements form the transfer
function for the component. :

Both the normal and failure properties of the component are described, and

Evaluation

Although FTA was originally developed to calculate quantitative pr'obabilities. it
is more commonly used qualitatively. Simply developing the tree, without analyz-
ing it, forces system-level examination beyond the con.text ?f a single component
or subsystem. The graphical format provides a pictorial display of tl‘ne relatlc.m—
ships between events and helps both in understanding the system and in detecting
oblems or omissions in the analysis. Problems are also found becall:se the ana-
lyst has to think about the system in great detail during tree construction.

Fault trees can help the analyst identify scenarios leading to hazards and can

: suggest possibilities for hazard elimination or control even before any analysis
each transfer statement is represented as a small fragment of a fault tree or mini- is performed on the tree. When software is part of the system, drawing the calf

fault tree. The synthesis process consists of building the fault tree by matching iree down 10 the software interface with other system components will identify
the inputs and outputs of the mini-fault trees. The same type of analysis can be - ﬁafety-critical interfaces and potentially hazardous software behavior. '

SomE e TR molsiipes Section S 1Y _ Knowing the minimum cut sets for a particular fault tree can prov@e .valu-
able insight into potential weak points of a complex' system, even when 1t 15 not
possible to calculate the probability that either a particular cut set or the top event
will occur. Lewis describes three useful qualitative considerations [189]. First, the
ranking of minimal cut sets by the number of primary events required allows em-
-';phasizing the elimination of cut sets correspondmg to small numbers of events.
‘Single-point failures (where the occurrence of a single event could_cguse a.haz-
“ard) can be uncovered and eliminated (they appear as a cut set contaiming a single
ent). o )
Second. events or components that appear in several minimum cut sets for
particular top event are likely to have an important effect on the _OLl:currence
F that event. In addition, if events or components appear or}ly in minimum cut
sets requiring several independent events, their importance with r;spegt to the‘top
vent is likely to be small. The result of assessing imporTanc; in this way is a
prioritized list of events that should be considered in reducing ns‘k. o
The independence of the events must be determined. and this determination

Software FTA. Fault tree analysis can be applied to software, as described in
Chapter 18. With software, the analysis is used for verification, as the code must
already have been written to generate the trees. FTA might be applied to soft-
ware design representations to locate problems early, but the design specification
would have to be very detailed in its description of the software logic. Once the
code is generated, not only is building the tree difficult, but so is changing the
software in any significant way. Software fault trees can be partially generated
automatically; however, if loops are used in the code (which is true for virtually
all software), the tree generation requires human assistance.

Probabilistic analysis is not applicable when software logic is described by
fault trees; assigning a probability to a software statement is basically meaning-
less. In addition, if design errors are found in the tree through this process, they
should be fixed rather than left in the code and assigned a probability.
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cularly suited to discrete events, such as a valve opening or closing, but

and rate-dependent events, such as changes in critical process variables,

s of failure (partial failure), and dynamic behavior are not so easily rep-

{126].

Simple AND and oR gates do not convey any notion of time ordering or time

y; the fanlt tree is a snapshot of the state of the system at one point in time.

e cases, time spans or chronological ordering of events may need to be

ed. Other types of gates, such as DELAY and INHIBIT, allow some treatment

in fault trees and in the tree reduction process [255]. They complicate the

tion of the tree, however, and somewhat negate one important advantage

TA—the ease with which the trees can be read and understood and thus
wed by experts and used by designers. If chronology is important, using
odel and analysis technique that involves backward or forward search may

ore appropriate than forcefitting this into a hierarchical, top-down modeling

nique.

Transitions between states are not represented in fault trees, which deal best
binary states: Partial failures and multiple failures can cause difficulties [62].
use system states rather than sequences of states are shown, fault trees are
less often in studies of batch systems and plants (where sequence is im-
nt) than in continuous systems. Nonaction or static systems (such as pres-
vessels) are also difficult to handle, since their state depends primarily on
vironmental events or event combinations rather than on the component state
f[5].

Problems also occur in the analysis of phased-mission systems, which pass
gugh more than one phase of operation [172]. Typically in these systems, the
equipment is used at different times and in different configurations for
ferent tasks, and thus a separate fault tree is needed for each phase. While
f is possible to think of this type of system as essentially an OR gate under
top event, where the inputs to the or gate represent the different phases of
- mission, the standard or will not suffice because the inputs are separated in
Although phased-mission systems can be handled by constructing several
trees, problems can occur at the phase boundaries that are not easily resolved
172).

Additional criticisms of fault tree analysis relate to its quantitative aspects.
s mentioned, common-cause failures cause problems and can lead to orders-of-
magmtude errors in the calculated failure probability [217].

As with any technique that tries to quantify factors in complex systems prob-
istically, data may not be available for the most important factors, such as
ator work conditions, the management system, design errors, human errors
f various kinds, and nonrandom failures and events. Either these factors are left
‘because they cannot be quantified, or probabilities are assigned that are unre-
tic or have very large uncertainties. Combining reliabilities of parts containing
-or six significant figures with human error probabilities having significant un-
ertainties does not produce very useful conclusions. Misleading results can also
w ohtained hv usine data that is not annlicahle because conditions are not similar

is the third use for qualitative analysis—to focus common-cause failure anal
on particular cut sets and events. The events can be examined for suscepti
to common influencing factors such as weather or témperature extremes, vib
tion, corrosion, and environmental conditions such as dust or humidity. Even ¢
potential common-cause faifures are not always obvious from the FTA Pproc:
unless the analyst is very experienced and knowledgeable.

Most methods to handle common-cause failures in fault trees are q
itative only, but identification is more important than quantification anyw:
Once a common-cause failure mode is identified, usually it can be eliminaf
completely—if there is enough information to measure it, there is usually enot
information to eliminate it. A different type of common-cause failure, which o¢
curs by fault propagation (domino effects), is also possible, but there appears
be no way of treating this type of failure in fault trees. Common-cause failure:
important because, in very high reliability systems, they can become a dominz i
factor in system reliability and in accidents [172].

The extra work of a quantitative analysis may be cost effective when there
are very subtle differences between several alternative designs [51] and when
the causal factors involved have well established and accurate probabilities. The:
impact of the alternatives on the top-event frequency is calculated to determi
the impact of the design decisions and the safety or reliability tradeoffs involved.

Fault Tree Analysis has several limitations. The most useful fault trees can
be constructed only after the product has been designed; they require detailed
knowledge of the design, construction, and operation of the system. A good
safety program, however, requires concentration on the early stages of the system
life cycle. Generic fault trees can be built early, but they may provide only infor-
mation that is well known and already part of the project standards and design
criteria. Hammer says that it may be better to spend time ensuring that the design :
criteria have been incorporated than building fault trees [108]. Childs notes that
sometimes fault tree analysis finds only what is intuitively obvious [51]. One use
for FTA in the design stage is to trace system hazards to individual components—
such as software—in order to identify hazardous component behavior.

Fault tree analysis shows cause and effect relationships but little more. Ad-
ditional analysis and information is usually required for an effective safety pro-
gram. Moreover, reliability analysts usually concentrate only on failure events in
fault trees whereas hazard analysis (as opposed to reliability analysis using fauit 3
trees) requires a broader scope. Thus, the use of fault trees by reliability ana-
lysts may differ from their use by system safety analysts. Applications of fault
tree analysis that focus primarily on failures are essentially just reliability ana-
lyses.

A fault tree, like any other model, is a simplified representation of a gener-
ally very complex process: Its relative simplicity can be deceptive [172]. Much
of the work on FTA is concerned with correcting the oversimplifications, but
the problems might be better overcome by using different types of models and
analyses to handle these factors directly rather than trying to forceﬁt everythmg
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to those under which the data was obtained or by averaging widely different data
(one can drown in a lake with an average depth of six inches) [156].

Actually, most errors in hazard analysis are not ‘due to errors in the data but
to the failure to foresee all the ways in which the hazard could occur. According
to Kletz, “time is usually better spent looking for all the sources of hazard than
in quantifying with ever greater precision those we have already found” [156].
MacKenzie notes that because it is not possible to identify all accident sequence:
the absolute values of the calculated risks have large uncertainties. In the space
program, where quantitative Fault Tree Analysis (and Failure Modes and Effects
Analysis) was used extensively, almost 35 percent of the actual in-flight malfunc-
tions had not been identified by the technique as “credible” [205], as noted earlier.

s and safety matters [324]. MORT is not used very often, perhaps, as sug-
ed by Suokas and Kakko, because of its complexity.

4.5 Event Tree Analysis

cription

TA is the most widely used method for the quantification of system failures,
it becomes very difficult to apply in complicated systems. WASH-1400 was a
mplex, probabilistic risk assessment of nuclear power plants in the early 1970s.
study team (see Chapter 8.5.2) first attempted to draw a fault tree for nuclear
actors starting with the top event, “accidental release of radioactivity,” but they
ve up when this led to a hopelessly complicated fault tree [281]. Instead, they
pted the general decision tree formalism, widely used for business and eco-
ic analysis, to break up the problem into smaller parts to which FTA could be
plied.
This decision tree technique, called Event Tree Analysis when used in this
. uses forward search to identify the various possible outcomes of a given
iating event, such as the rupture of a pipe, by determining all sequences of
vents that could follow it. The initiating event might be a failure of a system
fcomponent or some event external to the system. The problem in any forward
-search, of course, is knowing where to start. In nuclear power plants (the principle
‘application of this method), an accident is defined as any failure of tbe ope.rating
ystem that might result in the release of radioactivity. Thus, the starting po%nt for
“listing the initiating events to be considered is the potential failures previously
identified and defined by many years of safety analysis and by the licensing
ocess for commercial nuclear power plants.
The states in the forward search are determined by the success or failure of
- other components or pieces of equipment. In nuclear power or other applications,
“where the stress is on protection systems, all the protection systems that can be
used after the accident are first defined and then structured as headings for the
event tree. The engineered protection functions are listed left to right in chrono-
ogical order after the initiating event. The ordering of the headings on the event
ree is important.
The event tree is then drawn from left to right, with branches under each
eading corresponding to two alternatives: (1) successful performance of the pro-
tection system (the upper branch) and (2) failure of the protection system (the
ower branch). After the tree is drawn, paths through it can be traced by choos-
-ing a branch under each successive heading, where each path corresponds to an
+accident sequence. ‘

An example from the WASH-1400 report is shown in Figure 14.4. Here, the
eadings are pipe break, electric power, emergency core cooling system (ECCS),
fission product removal, and containment integrity. Each of these systems is as-
evmed mithar t sneceed or fail in its specified function. The expression at the

14.4 Management Oversight and Risk Tree Analysis

Description

Management Oversight and Risk Tree analysis (MORT), developed by Johnson
in the 1970s for the U.S. Nuclear RegulatoryAgency, was discussed in Cha
ter 10 as an accident model. It can also be uséd as an accident investigation er
hazard analysis technique. The underlying accident model assumes that accidents:
are caused by uncontrolled energy released by mishandled changes in the system.
Basically, MORT is a standard fault tree augmented by an analysis of man-
agerial functions, human behavior, and environmental factors. Its aim is to iden-
tify problems, defects, and oversights that create hazards or prevent their early
identification by poor planning, inadequate operational checks, or limited infor-
mation exchange within the organization. :
The method uses an extensive checklist of 1,500 basic events or factors that :
facilitates finding those safety problems included in the list. Figure 10.10 shows
an example of MORT [140]. §

Evaluation

MORT has the advantages and disadvantages of any checklist-based analysis.
An advantage over most of the other analysis methods described in this chapter
is its consideration of factors related to the organization, information system,
management practices, and principles and goals of the enterprise. Relatively little
emphasis, in practice, has been placed on management and human factors (aside
from trying to measure human errors so numbers can be attached to basic events
in fault trees) compared to the emphasis on the reliability analysis of engineered.
systems [322].

Suokas suggests that, in his experience, MORT analysis yields detailed i
formation useful in the planning and coordination of activities involving several
departments, a more precise definition of important tasks and responsibilities, the
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P1 :
is the possible explosion in the number of paths—for a sequence of

there will be 2" branches of a binary tree. The number can be reduced
ating impossible branches, as described, but a large number of paths can
t.

ally, a finite number of branches is defined at each node, but there is no
al problem with introducing a continuous random variable in an event
5]. Graphically, the spectrum of possible values of the continuous variable
ited by a fan originating at the event node. The analysis, in this case,
continuous conditional probability density and provides continuous joint
tons. In practice, a discrete variable may be more convenient, but in
/ & continuous variable could be used [255].

iming issues can cause problems in event tree construction. In some cases,
fogie changes depending on when the events take place. This happens, for
le, in the operation of emergency core cooling systems in nuclear power
[217]. As with fault trees. phased-mission analysis techniques are then
to model the system changes during the accident sequence, even though
otection system does not change.

Another consideration is possible dependencies between the various proba-
s arising from common-cause failures. In the nuclear reactor example, the
e of the probability of ECCS function failure may depend in some way upon
ditions created by the pipe break itself. Such dependencies must be iden-
and assessed in the analysis, or the results can be distorted [5].
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pressed as a frequency (events per year), while the other, secondary
1 2 3 f " : 5 probabilities (failures per demand). The probabilities for protection
Electric i Fission — i ures (seconda.ry.events) are ofulan detc-ermmec? using fault trees.
Pipe break power ECCS | product | ime'gn,?;:n nt Tree Analysis is usually applied using a binary state system, as ex-
E remeval 1 ove, where each branch of the tree has one failure state and one success
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FIGURE 14.4

A reduced event tree for a loss of coolant accident. (Source: Reactor Safety
Study, U.S. Nuclear Regulatory Commission, WASH-1 400, NUREG 75/014,
October 1974.) ’

Cycle Stage

-Fault Tree Analysis, ETA is appropriate only after most of the design is
te. Thus, it has been used primarily to evaluate existing plants or designs.
that by definition, and by the use of protection systems as the headings for
nt tree, a decision is made in advance that the solution to the problem of
y will be to use protection systems. ETA does not require these headings,
is difficult to determine which events to use for the headings otherwise. A
al forward analysis of this type that did not drastically limit the events to be

dered would be potentially enormous.

right of each path is the probability for that path. Because the probability of §
ure is assumed to be very small, the probability of success is always close ta
Therefore, the probability associated with the upper (success) branches of the t
is assumed to be 1. '

Event trees tend to get quite large. They are reduced by eliminating s
quences whose functional and operational relationships are illogical or meant
less. Since the system states on a given branch of the tree are conditional on
previous states having already occurred, another way to prune an event tree |
to eliminate all branches that have a zero conditional probability for at least on
event.

A path’s total probability is found by multiplying together the probabilitie
at the various branches of the path, and the total risk of an accident is found:
combining the path probabilities for all paths leading to an accident. The i

jation

trees lay out relationships between events: They are snapshots of the system
Event trees, in contrast, display relationships between juxtaposed events
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(sequences of events) linked by conditional probabilities. As a result, at
theory, event trees are better at handling notions of continuity (logical, tem
and physical), while fault trees are more powerful in identifying and
ing event scenarios. Event trees allow the direct introduction of time factozy
continuous random variables, but they are more than fai:l-lt trees because of
potentially large number of branches. Combinations of avents can be MOore 4
cisely represented in fault trees using logical functions. Figure 14.5 shows
same event represented by a fault tree and an event tree. The accident mo
is described in Section 4.1.1; here, a computer has been added to the origin
sign. Notice that a top-down search model like a fault tree loses the inf O
about the ordering of relief valve operation (although it could be added by ad
more complex types of tree structures), while the forward-search event tree mi
does not include detailed evaluation of the individual events.
Event trees are useful within the scope for which they were devis
probabilistically evaluating the effects of protection system functioning and
ure in an accident sequence, particularly when events can be ordered in

They are practical when the chronology of events is stable and the events
independent of each other [173]. :
Event trees can be helpful in (1) identifying the protection system
that contribute most to the probability of an accidefht, so that steps can be
to reduce their failure probability; (2) identifying t'c;p events for subsequent
tree analysis; and (3) displaying various accident scenarios that may result
single initiating event.
Like all the analysis techniques discussed in this chapter, event trees
many limitations. For one, they can become exceedingly complex, especia
when a number of time-ordered system interactions are involved [58]. A compl
risk analysis of a complex plant, using a combination of event trees and
trees, will require many person-years of effort along with a number of simpli
assumptions. In addition, the use of FTA to determine the probabilities for m:
of the event tree branches may make it more difficult to identify common ca
of failures [250].
A separate tree is required for each initiating event, making it difficult <
represent interactions between event states in the separate trees or to consider th
effects of multiple initiating events. In addition, while the event tree enumerats
all possible combinations of component states related to an initiating event, .
offers no help in determining whether the component failure combinations (path
lead to system failure. Either the system is simple enough and the mapping
be done for each failure scenario without more formal analysis, or the system
more complex and fault trees have to be used to identify the failure modes [25 ,
The usefulness of event trees depends on being able to define the set of in
tiating events that will produce all the important accident sequences. For nuc

Relief vaive 2 !
e et e g A s Sl M g oLl J
ens
o0 Pressure decreases
Pressure Opens o ) e
? i ressure gecreas
0 ugh Fails
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power plants, where all the risk is associated with one hazard (serious overheat
ing of the fuel) and designs are fairly standard, defining this set of hazards
be easier than for other systems. Whether it can be done completely, even for
clear power plants, is still undetermined. Similarly, defining the functions acre

URE 14.5
t tree and event tree comparison.
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the top of the event tree and their order is difficult. Again, in nuclear power plan
where responsibility for safety is vested in a specific sét of protection sysi

the events to use are more obvious than in other systems, although the probleny Uncontrolled
ordering is still there. Order is important when the performance of one system ; action
fects the performance of another. To solve the ordering problem, the analyst n
a detailed understanding of all plant systems, how they operate, and how they i
teract with one another [281]. As in most of these analysis techniques, buildi al event | Pressure too Valve Computer
the model requires the interaction of analysts with different areas of expertise. high failure does not
Finally, as with fault trees, continuous, nonaction systems such as dams a open

not appropriate for event tree analysis.

Relief valve 1

. opens? \ j
14.6 Cause-Consequence Analysis i
Yes No

Description

Cause-Consequence Analysis (CCA) is a relatively new technique developed by.
Nielson in the 1970s that combines several search modes [240]. CCA starts with
a critical event and determines the causes of the event (using top-down or bac
ward search) and the consequences that could result from it (forward search).
The cause—consequence diagram shows fﬂ)th time dependency and causal rela-
tionships among events.

The procedure starts with the selectlon of a critical event, which is followed

Operator
does not
open

Valve
failure

Relief valve 2

opens? K

by a search for factors that constitute the critical event and by a propagation of T
the potential effects of the event. Finally, the interrelationships of the factors are Yes | No
described by a graphical model (see Figure 14.6).
Several cause charts may be attached to a consequence chart. The cause
charts describe the alternative prior event sequences that can lead to the critical Pressure _
event and the conditions under which these sequences can occur. According to reduced Explasion

Nielson, the initiating events should be traced back to spontaneous events covered
by statistical data [240]. Other cause charts attached to the consequence chart
may be conventional fault trees, which show the combination of conditions under-
which a certain event sequence in the consequence chart can take place.

A table of symbols used in CCA is shown in Figure 14.7. The event and
condition symbols describe the type of event or condition. The logic symbols
include gates to describe the relations between cause events, and vertices to de-
scribe the relations between consequences. Standard AND and oR relations are the.
main logic gates and vertices. Another useful vertex is EITHER/OR, or the decision
box, which specifies the effect of an event or condition on the paths the system
takes. If the No output from the decision box is the result of an abnormal condi-
tion, then the fault tree for this condition is derived. Thus, fault trees are used in
the diagram not only for the critical event but also for abnormal conditions [172] and post-conditions (predicates true before and after the event, respectively).

Taylor has shown how cause—consequence diagrams can be formalized to _ ‘'sequences can be traced through the block diagram to deduce the next event
provide a semi-automatic analysis method [333]. The plant is represented by a bat each block.

JRE 14.6
use—consequence diagram.

ck diagram, where the arcs represent causal links. The blocks are described by
hmetic or transfer functions, as described earlier. A condition is a predicate
restricts the possible states of a system—usually by restricting the range
values of a single system variable—while an event is described by a pair of
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@ AND gate Q Basic condition
" Initiating event
Q‘\_r:b OR gate gr‘:l::t)be critical
,—17 AND vertex Cj Event
Mutually Significant
exclusive/exhaustive consequence
OR vertex
Mutually exclusive 7 .
OR vertex (used E Condition
after time delays) Y .
EITHER/OR vertex P i
o ! t= Fixed t
Valve opened? . .
Condition vertex Variable time
No , Yes delay
FIGURE 14.7

Cause-consequence diagram symbols.

Evaluation

Compared to fault trees, CCA shows the sequence of events explicitly, which
makes the diagrams especially useful in studying startup, shutdown, and other
se;quential control problems. A systematic technique exists for constructing the
diagrams (and also fault trees) from a block or wiring diagram of the plant.

Cause—consequence diagrams have the advantage over event trees of allow- -

ing the representation of time delays, alternative consequence paths, and combi-
nations of events. They also take account of external conditions and the temporal

ordering of events, where these factors are significant. Like the other techniques,
CCA mav be used for anantitative accacernant

On the negative side, the diagrams can become unwieldy, separate diagrams
g required for each initiating event, and outcomes are related only to the cause
g analyzed, although they could be caused by other initiating events [62].
“A seems to be used more in Europe than in the United States.

14.7 Hazards and Operability Analysis

Desc iption

ards and Operability Analysis (HAZOP) was developed by Imperial Chem-
al Industries in England in the early 1960s and later improved upon and pub-
 lished by the Chemical Industries Association in London. According to Ozog,
: about half the chemical process industry now uses HAZOP for all new facili-
ties [249]. As the name suggests, the technique focuses not only on safety but
i also on efficient operations. Although it is usually applied to fixed plants, Kletz
fescribes an application to tank trucks, in which several previously undetected
hazards were identified and eliminated or controlled [161].

HAZOP is based on a systems theory model of accidents that assumes ac-
idents are caused by deviations from the design or operating intentions—such
no flow or backward flow when there should be a forward flow. Basically, the
technique encourages creative thinking about all the possible ways in which haz-
ards or operating problems might arise. To reduce the chance that anything is for-
sotten, HAZOP is performed systematically, considering each process unit in the
fant (such as pipelines, tanks, and reactors) and each hazard in turn. Questions
are generated about the design by a small team of experts. Although prompted
by a list of guidewords. the questions arise creatively out of the interaction of the
jeam members [161].

HAZOP is a qualitative technique whose purpose is to identify all possible
‘deviations from the design’s expected operation and all hazards associated with
these deviations. In comparison with hazard identification techniques like check-
?Ests, HAZOP is able to elicit hazards in new designs and hazards that have not
: considered previously. It differs from some of the other techniques described
p this chapter in that most of the others require that the hazards be identified be-
- fore the analysis.

Using a description of the proposed process plant, a HAZOP team (com-
msed of experts on different aspects of the system along with an independent
eam leader who is an expert on the technique itself) will consider

‘1. The design intention of the plant
:2. The potential deviations from the design intention

3. The causes of these deviations from the design intention

A Mha cmcnnmimmann - 7 RN T P T
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TABLE 14.1

Guidewords for HAZOP.

Guidewords Meaning

NO, NOT, NONE
(such as no forward flow when there should be).

MORE More of any relevant physical property than there should be
(such as higher pressure, higher temperature, higher flow, or
higher viscosity). '

LESS Less of a relevant physical property than there should be.

AS WELL AS An activity occurs in addition to what was intended, or more’
components are present in the system than there should be:
(such as extra vapors or solids or impurities, including air,
water, acids, corrosive products).

PART OF Only some of the design intentions are achieved (such as
only one of two components in a mixture).

REVERSE The logical opposite of what was intended occurs (such as
backfiow instead of forward flow).

OTHER THAN No part of the intended result is achieved, and something
completely different happens (such as the flow of the wrong
material).

=1

The guidewords used in this process are shown in Table 14.1. They are ap-
plied to any variables of interest such as flow, temperature, pressure, level of com-
position, and time. Each line in a line drawing of the plant is examined in turn and
the guidewords are applied. As each process deviation is generated, the members

of the team consider every potential cause (such as a valve closed in error ora

filter blocked) and its effect on the system as a whole (such as a pump overheat-
ing, a runaway reaction, or a loss of output). Questions are generated from the

guidewords. The application of the guideword NONE to flow, for example, which

means there should be forward flow, but there is no flow or there is reverse flow,
might generate these questions:

o Could there be no flow?

o If so, how could it arise?

o How will the operators know that there is no flow?

o Are the consequences hazardous, or do they prevent efficient operations?

o If so, can we prevent no flow (or protect against the consequences) by chang-

ing the design or method of operation?
o If so, does the size of the hazard or problem justify the extra expense?

Figure 14.8 shows a detailed flow chart of the HAZOP process [155] while

Table 14.2 shows a typical entry in the table that might result.

The procedure differs for continuous and batch processes. In the HAZOP
for a continuous plant, the process is as described above. In addition to normal

The intended result is not achieved, but nothing else happerier‘?A

14.7. Hazards and Operability Analysis

Select line

Select deviation, e.g., no flow

= Move | No
A0 possible?
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Yes

Is it hazardous or does it _No | consider
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== = of no flow
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RE 14.8

Howchart of the HAZOP process. (Source: Trevor A. Kletz, “Hazop and Hazan—

es on the Identification and Assessment of Hazards,” Institution of Chemical
neers, Rugby, U.K., 1983. Reprinted with permission of Trevor Kletz.)



338

Chapter 14. Hazard Analysis Models and Techniques

TABLE 14.2
Entry in a HAZOP report.

Guide Word
NONE

Deviation Possible Causes

No flow 1. Pump failure 1. Overheating in heat

exchanger

2. Pump suction filter 2. Loss of feed to reactor

blocked

3. Pump isolation valve
closed

Possible Consequences -

processing, the study should include operability and safety during commissioning
of the plant and during regular startup and shutdown.
For a batch plant, not only the flow diagrams but also the operating pro-

cedures are examined. The guidewords are applied to the instructions (whether -

written for operators or executed by a comptter) as well as to the pipelines. If
computer instructions will be examined, a software engineer should be part of the
HAZOP team. Time is important in batch operations: In applying the guidewords
to time, such factors as duration, frequency, absolute time, and sequence may be
relevant.

Reese has devised an automated variant of HAZOP, called Deviation Analy-
sis, that can be applied to a software requirements specification [290].

Life-Cycle Phase

HAZOP uses process descriptions; flowsheets; control logic diagrams; pip-
ing and instrumentation diagrams; a plant layout; draft operating, maintenance,
and emergency procedures; safety and training manuals; and data on the chem-
ical, physical, and toxicological properties of all materials, intermediates, and
products. By the time this much information is available, it is usually too late
to make major changes in the design if hazards are identified. Therefore, hazards
are usually controlled by the addition of protection devices rather than removed
by design changes [155].

For this reason, many companies conduct preliminary HAZOPs on con-
ceptual flowcharts and preliminary layout diagrams (noting only safety aspects,
not operability problems). At this stage, for example, it is possible to replace a
flammable piece of equipment with a nonflammable one. At a later stage, when
the design is almost complete, it may only be possible to reduce the risk by adding
fire insulation, leak detectors, emergency isolation valves, and so on [155]. A full
HAZOP usually is conducted later in the design process even if a preliminary
HAZOP has been done.

14.7. Hazards and Operability Analysis

aluation

HAZOP does not attempt to provide quantitative results, but instead systematizes
& qualitative approach. In most situations, once a hazard is identified, engineering
experience or a code of practice is adequate to determine how far to £0 to remove
t. “There is no need, and we do not have the resources, to quantify every hazard
every plant” [161]. In situations where uncertainty remains about the hazard.
ever, numerical analysis may help to clarify priorities and provide guidance
for decision making. In the chemical process industry, the term HAZAN (for
‘HAZard ANalysis) denotes numerical methods.
The strength of the method lies in its simplicity and ease of application and
in the early identification of design problems. It does not concentrate only on
ailures, but has the potential to find more complex types of hazardous events and
auses. Reductions of at least an order of magnitude in the number of hazards
and problems encountered in operation have been claimed to result from the use
of this technique [172].
Although HAZOP is closely connected with the chemical industry, the basic
_ idea could be adapted to other industries (and perhaps has been). HAZOP has the
. advantage over checklists of being applicable to new designs and design features
-and of not limiting consideration to previously identified hazards. Complex, po-
entially dangerous plants with which there is as yet relatively little experience
and procedures that occur infrequently (such as commissioning a new plant) are
especially good subjects for this type of study [341].
~In addition to its open-ended approach to identifying potential problems,
a fundamental strength of HAZOP is the encouragement of cross-fertilization
of ideas among members of the study team. People from different disciplines
‘working together often find problems that are overlooked by functional groups
working in isolation [155]. HAZOP's success, however, depends on the degree
of cooperation between individuals. their experience and competence, and the
commitment of the team as a whole. Except for the team leader, who is an ex-
° pert on HAZOF, the members of the team must be experts on the process: The
- HAZOP procedures allow their knowledge and experience to be applied system-
atically.
‘ The drawbacks of the technique are the time and effort required—it is
labor-intensive—and the limitations imposed by the search pattern. HAZOP re-
Hes very heavily on the judgment of the engineers performing the assessment
- [337). For example, the extent to which the guideword AS WELL As is applied will
- restrict the number of simultaneous faults that ca. »¢ considered, and evaluation
is done by human reasoning alone. Again, all the methods described have these
mitations.
Each of the methods has its own search pattern, limiting the factors that will
be considered. HAZOP covers hazards caused by process deviations, which is
certainly more comprehensive and inclusive than considering failures only, but
it still leaves out hazards having more stable determining factors as the only
contributors (see Chapter 10) [326]). Examples of causes covered well are failures
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of the main operating equipment (such as pumps, compressors, heat exchangers,
critical valves, and instrumentation) and human errors in manual operations that .

involve the main process equipment and its functions (such as opening or closing
valves and starting or stopping pumps). :

Suokas says that it is unusual for HAZOP to consider deviations or deter-

mining factors related to organizational factors such as the information or man-
agement systems [327]. On the other hand, an argument can be made that causes

related to these factors will be reflected in the process units as a change from the
normal state or from acceptable values of the operating parameters, and that trac-

ing back to the causes can reveal management factors. The problem may be more

that this type of causal analysis is not encouraged by the technique; the process
stops when more proximal factors such as a pump failure are uncovered without

necessarily tracing the failure back to a maintenance error and perhaps back from
that to a management problem.

14.8 Interface Analyses

Description H

Various analysis methods are used to evaluate connections and relationships be-
tween components, including incompatibilities and the possibilities for common-
cause or common-mode failure. In general, the relationships examined can be
categorized as physical, functional, or flow [108]. These analysis methods gen-
erally use structured walkthroughs to examine the interface between components
and to determine whether a connection provides a path for failure propagation.
The types of problems and effects that are examined include

o No output from the unit or interconnection failures that cause the receiving
unit not to receive the output of the upstream unit.

Degraded output or partial failures of the unit or interconnection.

Erratic output (intermittent or unstable operation).

Excessive output.

Unprogrammed output (inadvertent operation or erroneous output).

Undesired side effects (programmed outputs are within specified limits, but
additional damaging outputs are produced), such as a unit generating heat
that can shorten the lives of nearby units.

O o o a o

Any such analysis should include connections between components that go
through the software.

Naoble has defined a specialized version of interface analysis that considers
the potential for common-mode failures to affect redundant hardware compo-
nents. His hardware and software common-mode failure analysis examines each
connection between redundant components (including connections through soft-

14.9. Failure Modes and Effects Analysis

¢ ware) to determine whether the connection provides a path for failure propa-
. gation [241].

Evaluation
" Interface analyses are similar to HAZOP, but generalized somewhat, so they have

the same benefits and limitations. Effectiveness depends upon the procedures
used and the thoroughness with which the analysis is applied.

14.9 Failure Modes and Effects Analysis

Description

Failure Modes and Effects Analysis (FMEA) was developed by rgliability engi-
neers to permit them to predict equipment reliabi]ity..As such, it is a form of re-
liability analysis that emphasizes successful func_tionmg rather than ha.zards and
risk. The goal is to establish the overall probability that thfe product will operate
without a failure for a specific length of time or, alternatively, that the product
will operate a certain length of time between failures. _ .

Like event trees, FMEAs use forward search based on an undgr]ymg chain-
of-events model, where the initiating events are failures of individual compo-
pents. The first step in an FMEA is to identify and list all componen_ts and their
failure modes, considering all possible operating modes. For each f'anlure mode,
the effects on all other system components are determined along with the effect
on the overall system. Then the probabilities and seriousness of the results of each

i calculated.

fallurzx;:n?:t failure rates are predicted fr.om generic rat‘es that have been
developed from experience and are often published. Informatlon_ centers coliecft
and collate such information, and manufacturers usuallx havel this data for their
own products. Care must be taken that the environment in Wh}Ch the component
will be working is identical to the one for which the statistics were _colllepted.
Probabilities are based on averages collected over large samples, but individual
components may differ greatly from the average, perhaps because of substandard
manufacturing or extreme environments. Confidence levels and error bounds are
often omitted from FMEAs, but should be included. ‘

The results are documented in a table with column headings such as com-
ponent, failure probability, failure mode, percent f.a'flures by mode, and effgct
(which may be broken down into critical and noncritical or any other categories
desml:?g.ure 14.9 shows a simple FMEA for two arppliﬁers in parallel [344]. This
example assumes that an amplifier failing short or in some other mod_e.c.ausgs tEe
system to fail while an amplifier failing open does not. The probabilities in the
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irements, single-point failure modes, and inspection points and spare part re-
ements. It is also useful in determining how often the system must be serviced
d how components and designs must be improved in order to extend the opera-
mal life of a product.
The strength of the technique is its completeness, but that means it is also
ery time consuming and can become tedious and costly if applied to all parts of
complex design.

All the significant failure modes must be known in advance, so FMEA is
st appropriate for standard parts with few and well-known failure modes. The

Failure Failure % failures Effacts / 7 ._-'que itself does not' p}-ovicle any systematic approach for identi_fyir}g ‘fail-
Critical probability npnis by mode Grificat Y ——— re modes or for determining thlelr effects and no ljeﬂl ‘means for discriminat-
_ between alternate courses of Improvement or mitigation. In fact, for systems
A 1x10-3 Open 90 X ' hat exhibit any degree of complexity, identifying all possible component failure
Short 5 5% 10-5 nodes—both singly and in combination—becomes simply impossible [344].
Other 5 5% 10-5 - FMEA does not normally consider effects of multiple failures; each failure
treated as an independent occurrence with no relation to other failures in the
system except for the subsequent effects it might produce. By limiting the analy-
B 1x10-2 Open 90 X s to single units and not considering multiple- or common-cause failures, the
Short i 5 5x10-5 technique becomes simplé to apply and the examination is very orderly, but the
Other 5 5x10-5 results may be of limited use if time sequences and the interrelationships among
: the elements of a complex System are not considered. Studies of product failures
* Bave shown that a much greater number are the result of connector problems than
of failures in the components themselves [108].
FIGURE 14.9 Hammer points out that, as usually applied, FMEAs pay little attention to

man errors in operating procedures, hazardous characteristics of the equip-
ment, or adverse environments [106]. Although environmental conditions are
considered in identifying the stresses that could cause hardware to fail, the prob-
abilities of occurrence of such environmental stresses are rarely used. Instead, a
isage factor is incorporated for the type of system application, such as shipboard,
craft, or missile use, and another factor is applied for reduction of theoretical
iability that could result from substandard manufacture or assembly. This lat-
r factor is extremely rough, even over a large sample. “Oddly enough,” Hammer
- 5ays, “in spite of all those factors affecting a system but whose probability of oc-
. currence can only be estimated imprecisely, reliability engineers carry out their
calculations to six or seven significant figures.”

' Because they establish the end effects of failures, FMEAs are sometimes
sed in safety analyses. If the limitations are understood, there is no problem with
. Not all failures result in accidents, however, so analyzing all parts, the ways

FMEA for a system of two amplifiers in parallel. (Source: W. E. Vesely, F F.
Goldberg, N. H. Roberts, and D. F. Haasl, Fault Tree Handbook, NUREG-0492,
U.S. Nuclear Regulatory Commission, Washington, D.C., 1981, page I1-3)

column labeled critical effects (that is, they cause system failure) are added to get
a failure probability for the entire system.

Life-Cycle Phase

FMEAs are appropriate when a design has progressed to the point where hard-
ware items may be easily identified on engineering drawings and functional di-
agrams. The analyst needs a detailed design that includes schematics, functional
diagrams, and information about the interrelationships between component as-

semblies. ach part can fail, and the resultant effects is generally a time-consuming and
efficient way to obtain safety-related information. In addition, the technique
Evaluation ovides only a small part of the information needed, since the probability of

age determined by an FMEA is related to individual failures only; it rarely
volves investigating damage or injury that could arise if multiple components
or if the components operate successfully.

FMEA is effective for analyzing single units or single failures to enhance indi-
vidual item integrity. It can be used to identify redundancy and fail-safe design
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14.10 Failure Modes, Effects, and Criticality Analysis

Description

Failure Modes, Effects, and Criticality Analysis (FMECA) is basically just an
FMEA with a more detailed analysis of the criticality of the failure. Two ad-
ditional steps (and usually columns) are added to the FMEA: (1) the means of
control already present or proposed are determined, and (2) the findings are mod-
ified with respect to these control procedures (such as modifying the chance of
failure or adding an indication of whether or not further control is necessary). An
example is shown in Figure 14.10.

Criticality rankings are generally expressed as probabilities or frequencies,
such as the number of failures of a specific type expected during each 1 million
operations performed in a critical mode. Rankings may also be ordered in cate-
gories from 1 to 10, or assigned letters starting from the beginning of the alphabet
[108], to show the principal items that generate problems.

Along with the ranking, a description is provided of the preventive and
corrective measures that should be taken and the safeguards to be incorporated.

Sometimes a Critical Items List (CI') is generated from the results of the
FMEA or FMECA. This list might inclucie item, list of possible failure modes,
failure probability (for each mode), effect’on the mission (such as abort, degra-
dations of performance, or damage) and criticality ranking within the subsystem
(perhaps using a numerical scale).

Evaluation

Since this technique is simply an FMEA with two columns added, the same
evaluation applies, with the exception that the FMECA does include a description
of the means of controlling the failure. Even more effort is now required, though,
and it still does not consider one aspect of criticality—possible damage. Hammer
[108] suggests various ways that damage could be incorporated.

14.11 Fault Hazard Analysis

Description

Fault Hazard Analysis (FHA) was developed about the same time as FTA and
was also used on the Minuteman missile system [344]. It is basically a FMEA
or FMECA with both a broader and more limited scope. The scope is broadened
by considering human error, procedural deficiencies, environmental conditions,
and other events that might result in a hazard caused by normal operations at an
undesired time [69]. At the same time, its scope is more restricted than that of a
FMEA or FMECA. since sunnosedlv onlv failures that conld resnlt in accidentc

Failure Modes and Effects Criticality Analysis
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14.11. Fault Hazard Analys

A sample FMECA.

FIGURE 14.10
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are considered, although it is difficult to understand how a forward analysis of
this type can be done without all failures being considered first.

Two new pieces of information are added about upstream and downstream
effects: (1) upstream components that could command or initiate the fault in ques-
tion and (2) factors that could lead to secondary failures. The effects on the sys-

tem are briefly stated in terms of associated damage or malfunction. The column -

headings may include component, failure probability, failure modes, percent fail-
ure by mode, effect of failure (traced to some relevant interface), upstream com-
ponents that could command or initiate the failure or fault, and factors that could
cause secondary failures.

Evaluation

Like FMEAs and FMECAs, FHA primarily provides guidance on what informa-
tion to obtain, but it provides no help in actually getting that information. And
again, in use FHA tends to concentrate primarily on single events or failures.

The technique was developed as a special tool for use on projects involving
many organizations, one of which acts as an integrator. Hammer says that FHA is
useful in considering faults that cross organizational interfaces. Others consider
the technique to have little use. =

14.12 State Machine Hazard Analysis

Description

A state machine is a model of the states of a system and the transitions between
them. Figure 14.11 shows a simple state machine model of a level control. The
model has three states (represented by circles): water level low, water level high,
and water level at the set point. The arrows represent transitions between states.
Each arrow has the condition for changing state and an output action attached to
it. When a condition on a transition from a state becomes true and the machine is
in that state, the machine changes to the new state and takes the output action. In
the example, depending on the sensor reading of the water level and the current
state of the machine, the machine will activate the pump, turn off the pump, open
the drain, or close the drain.

State machine models are used often in computer science. One of the prob-
lems with using them for complex systems is the large number of states that these
systems have and thus must be specified. One way to avoid this problem is to use
models that abstract away from all the states to a smaller number of higher-level
states, from which the entire state machine can be generated. The complete “state
space” may never be generated (and it may be infeasible to do so), but many prop-
erties of the state space can be inferred from the higher-level model.

With respect to safety, if a model of the system to be built were created and
its entire state space gemerated, it would be possible to determine if the state

14.12. State Machine Hazard Analys

Reading at set point /
Close drain pipe

Reading at set point /
Turn off pump

Water Water Water
level level at level
low set point high
Low reading / High reading /
Activate pump Open drain pipe
FIGURE 14.11

_ A state machine model of a water level control.

space contained any hazardous states. Basically, this approach involves a foi
ward search that starts from the initial state of the system, generates all possibl
paths from that state, and determines whether any of them are hazardous. Unfor
tanately, for most realistic systems, the computational effort involved makes thi
approach impractical, even if computers are used.

, Backward and top-down search in the general sense is also impractical.
would entail starting with the hazardous states and working backward from eac
‘to see if the initial state is reached. If so, then the hazardous state is reachable an
‘the model is unsafe. If not. then the hazardous state is not reachable. The numbe
of backward paths is still enormous for real systems, even if only those ending i
hazardous states are considered.

A practical solution is to start from the hazardous state and only work fz
enough back along the paths to determine how to change the model to mak
the hazardous state unreachable [186]. Only a small number of the states wi
need to be generated in most cases. The drawback, although not a serious on¢
is that the hazardous states eliminated from the design might not actually hav
been reachable, so more hazards may be eliminated than were actually presen:
This algorithm was first demonstrated using a Petri-net model,' but the procedur
can be adapted for any state machine model. Any parts of the system that cal
be modeled using state machines can be included in the hazard analysis. If fault
and failures are included in the model, their effect on the system behavior can b
determined.

! A Petri net is a mathematical representation of a discrete event system that is especially
appropriate for representing systems with interacting, concurrent components. Petri
nets model discrete state systems in terms of conditions and events and the relationship
between them. Algorithms exist for generating the reachable states from a Petri-net model
although this procedure may not be practical for all systems. See Peterson [262) for a
complete description of Petri nets.
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State Machine Hazard Analysis (SMHA) was first developed to iden
software-related hazards (186]. Software and other component behavior is mod-
eled at a high level of abstraction, and faults .and failures are modeled at :
interfaces between the software and the hardware: thus, the procedure can be per- -
formed early in the system and software development process. b

SMHA can be used to analyze a design for safety and fault tolerance, to de- &
termine software safety requirements (including timing requirements if the model 1
includes timing) directly from the system design, to identify safety-critical soft-
ware functions, and to help in the design of failure detection and TECOVery proge-
dures and fail-safe requirements. Since the model used is formal (that is, it has :
a mathematical definition), the analysis procedures can be implemented on a
computer.

ave not been, used for safety analysis, nor have safety analysis procedure
ned for them.
Some of the effort in building the model is justified by the fact that it ca
sed as the system requirements specification. To be used for this purpose
ification must be readable by people without advanced mathematical ed
. The mathematical model analyzed by the SMHA algorithms is actually
ed from the high-level RSML specification language, which is readable by
tion experts with very little training. RSML was developed while specify-
ie system requirements for TCAS 1I, which had to be easily readable anc
wable by engineers, pilots, airline representatives, and others in its func-
as the FAA system specification. The RSML specification can also be sim-
ted (both general and application-specific simulators have been built) so the
del can be executed, and test data (for the later software implementation of
ecification) can be generated from it. The practicality of the SMHA analy-
procedures for RSML has yet to be verified, however, and though the analysis
dures have been experimentally applied to the TCAS II specification, they
not yet been used on other projects.
A second limitation of SMHA is that the analysis is performed on a model,
bt on the system itself—it will apply to the as-built system only if the system
tches the model. This limitation holds, of course, for any analysis that is per-
formed early in the life cycle, but appropriate design and verification procedures
fst be used to ensure that the implemented system matches the model on which
the analysis was originally performed.
- Other types of mathematical models, such as logic or algebraic models of
software or systems, also could be used for hazard analysis by using mathemat-
icé,l proof methods to show that the models satisfy the safety requirements [137,
283]. Many logic and algebraic models and modeling languages have been pro-
:gosed for software. Unfortunately, most have been tried only on very small ex-
amples, and it is not at all clear that they will scale up to realistic systems. In
addition, writing down the model may not be as much of a problem as the effort
involved in mathematically proving the safety properties of the system and the
nability of reviewers to understand those proofs.

The most important limitation of these algebraic and logic languages is that
y are usually very hard to learn and use (including performing proofs on them)
without an advanced degree in mathematics. This factor by itself is not necessar-
y @ problem, as people with such training exist or the training can be provided,
but the resulting models and proofs cannot readily be understood or checked by
ngineers and application experts who do not have this training. One of the most
- important uses of any hazard analysis is as an aid for designers and as a represen-
on of the problem and what is being done about it so that open discussion can
e stimulated and supported. If the analysis cannot be audited and understood by
lication experts, confidence in the results is undermined.

In addition, the models and languages used must match the way that engi-
eers think about the systems they are building, or the translation between the
engineer’s or exnert’s mental madel and the writtan farmal madal ol Lo o

Life-Cycle Phase

SMHA works on a model, not the design itself. Therefore, it can theoretically
be used at any stage of the life cycle, including early in the conceptual stage, to:
evaluate alternative designs and design features. The procedure is most effective -
if performed before the detailed design ofthe system components begins.

Evaluation

SMHA can be carried out before detailed design of the system is finished, al-
though the partitioning of functions to components must be at least tentatively
complete. Since the analysis is performed on a formal, written model, it can be
automated and does not depend on the analyst’s mental model of how the system
works. The model is explicitly specified and can be checked for correctness by
expert review and sometimes for various desirable properties by additional auto-
mated procedures. Often, the state machine model itself can be executed using -
test data and simulators.

SMHA’s most important limitation is that a model must be built, which may
be difficult and time consuming. State machine models have been built for parts
of systems and for relatively small systems, but are often impractical for sys-
tems that are large or complex. Petri nets, on which the algorithms were first
defined, are not a practical modeling language for most real systems. Recent ad-
vances in state machine modeling languages have overcome this problem some-
what by defining new types of higher-level abstractions [111]. These abstractions
have been incorporated into several languages, one of which, Requirements State
Machine Language (RSML), was adopted by the FAA to model the system re-
quirements for TCAS II, an airborne collision avoidance system required on most
aircraft in the United States [360].

The SMHA analysis algorithms have been adapted for the RSML language ;
and are being applied experimentally to real systems. Work is also proceeding
on automatically generating fault trees and additional standard hazard analysis
models from the RSML specification. Other new state machine models could be,
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15 applied to work steps. The goal is to identify hazards and their causes.

h starts, as in the other methods, by breaking a task down into a se-
of steps. Each of the steps is examined with respect to a list of general
ds and examples of their causes (deviations and determining factors). All

f system functions and states, including normal states, are considered. The
examines the consequences of (1) forgetting a work step, (2) performing
) too early or too late or too long, and (3) unavailability of the usual equip-
-Because of the nature of the search pattern, certain types of hazards will not
tified, such as those related to management procedures or those related in-
y to the operator’s task but not to the task being analyzed (for example,
t with chemicals or an explosion in the proximity of the operator) [326].

prone. The advantage of state machine models is that they seem to match the
ternal models many people use in trying to understand complex systems.

14.13 Task and Human Error Analysis Techniques

14.13.1 Qualitative Techniques

Much more emphasis in hazard analysis has been on equipment failures than:
on human errors. Some analysis methods for human error have been suggested,
however, including Procedure (Task) Analysis, Operator Task Analysis, Work:
Safety Analysis, and Action Error Analysis.

A procedure is an ordered set of instructions or actions to accomplish a task.’
Procedure or Task Analysis [106] reviews procedures to verify that they are ef-
fective and safe within the context of the mission tasks, the equipment that must’
be operated, and the environment in which the personnel must work. Such ana-
lyses involve determination of the required tasks, exposures to hazards, criticality
of each task and procedural step. equipmentcharacteristics, and mental and phys-
ical demands. As with FMEAs, the results of the analysis are entered on a form
with columns labeled Task, Danger, Effects, Causes, Corrective Measures, and s0
on. Possible results include recommendations for corrective or preventive mea-
sures to minimize the possibilities that an error will result in a hazard, changes
or improvemnents in hardware or procedures, warning and caution notes, special
training, and special equipment (including protective clothing).

Operator Task Analysis [172] appears to be another name for Procedure
Analysis. The operator’s task is broken down into separate operations, and the
analysis looks for difficulties in executing either the individual operations or the
overall plan. Neither of these first two analyses (Procedure Analysis and Operator
Task Analysis) seems to have a specific procedure associated with it, and they
may simply be generic terms for the goals involved.

Action Error Analysis (AEA) [323, 326] uses a forward search strategy to
identify potential deviations in human performance. The analysis consists of a
systematic description of the operation, task, and maintenance procedures along
with an investigation of the potential for performance deviations (such as for-
getting a step, wrong ordering of steps, and taking too long for a step). Inter- g numbers.
nal phases of data processing associated with an operator’s tasks are usnally Most of the numerical data and assessment are based on task analysis and
excluded; instead, only the external outcomes of the error modes in different * task models of errors rather than on cognitive models. Following Lees’ classifica-
steps are studied. Some information about physical malfunctions may result from - on (see Chapter 10), tasks are divided into simple, vigilance, and complex.
the analysis, since it includes the effects of human malfunctions on the physical
equipment. This method is very similar to FMEA, but is applied to the steps in
human procedures rather than to hardware components or parts. The results are
entered in a table, this time with columns labeled Work Step, Action Error, Pri-
mary Consequences, Secondary Consequences, Detection, and Measures.

Work Safezy Analy.szs (WSA) [323, 342] was developed by Suokas and
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‘ 13.2 Quantitative Techniques

the human error analysis methods described so far focus on the operator’s
The goal is to obtain the information necessary to design a human~machine
iterface that reduces human behavior leading to accidents and improves the
erators’ ability to intervene successfully to prevent accidents. Human error
not considered inevitable, but a result of human—task mismatches and poor
erface or operating procedures design. When the focus is design, qualitative
or semi-quantitative results are usually adequate to achieve the goals.
Probabilistic assessment of human error, on the other hand, necessarily ac-
cepts the inevitability of human error. Despite its limited usefulness in improving
he human-machine interface. the application of reliability engineering, which
focuses on numerical assessment, to process control systems (especially nuclear
power plants) has led to a demand for assessing the reliability of the process oper-
ator in order to assess risk for the system as a whole. The assignment of probabil-
ies to human error is especially important in system risk assessment because of
e large proportion of accidents that are attributed to human error.

Simply having a need is not enough to guarantee that the need can be satis-
' fied. Probabilistic assessment of human error is not very advanced. Some of the
“problems in collecting and classifying human error data were discussed in Chap-
‘13, This rest of this section describes the current state of the art; readers can
determine for themselves how much confidence they want to place on the result-

S

Simple and Vigilance Tasks

imple tasks are relatively simple sequences of operations involving little deci-
ton making. Some of these tasks or suboperations may involve the detection of

. ignals (vigilance).
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a task down into its constituent parts, assign a reliability to the executit 3
each part, and then estimate the reliability of the entire task by combining
reliability estimates of the parts using a structural model of their interaction;
most common models involve either series relationships (and thus use pro
laws) or tree relationships (and use Boolean evaluation methods). The ace
of the method depends upon the accuracy of the individual part reliabilities aj
the appropriateness of the structural model. ; '

The sophistication of the quantitative reliability estimates varies gre;
[172]. The simplest approaches often use an average task error rate of 0.01
number is based on the assumption that the average error rate of the constif
task components is 0.001 and that there are, on average, 10 components per ta

A second approach to assigning human error rates uses human experts:
rank tasks in order of théir error likeliness and then uses ranking technigues
obtain error rates. Sophisticated statistical methods, such as paired comparises
can be used to produce a ranking [130].

The techniques described so far rely on human judgment to assign
rates to tasks, or they make very simple assumptions. Other approaches cofl
and use empirical and experimental data evaluated with respect to performas
shaping factors. Data Store was developed by the American Institute for Re _
in 1962 to predict operator performance in the use of controls and displays [1
The data indicates the probability of successfuff performance of a task, the
required to operate particular instruments, and’?he features that degrade pe
mance. To analyze a task using Data Store, the task components are ideftif
and assigned probabilities using tables for standardized tasks. The reliabilities
then multiplied to determine a task reliability. :

Data Store and similar techniques assume that the discrete task compone
are independent. THERP (Technique for Human Error Rate Prediction), dev
oped by Swain at Sandia National Laboratories, relaxes this assumption. Bell 2
Swain describe a methodology for Human Reliability Analysis (HRA) that
compasses both task analysis and THERP [22]. '

Most of the errors identified and analyzed in HRA involve not follov ‘
written, oral, or standard procedures. Only occasionally are actions that are ¢
side the scope of the specified operations (such as extraneous acts) considered.

The first part of HRA (and of most similar methods) involves task analysis
where a task is defined by Bell and Swain as a quantity of activity or performancs
that the operator views as a unit, either because of its performance characteris
or because the activity is required as a whole to accomplish some part of a sy
tem goal. The correct procedure for accomplishing an operation is identified
then broken down into individual units of physical or mental performance.:
example, the tasks involved in pressurizing a tank to a prescribed level from
high-pressure source [106] include

nan error data.

Activity

General human error of omission where there is no display in the
control room of the status of the item omitted, such as failure to
return a manually operated test valve to the proper position after
maintenance.

Error of omission where the items being omitted are embedded in a
procedure rather than at the end.

General human error of commission, such as misreading a label
and therefore selecting the wrong switch.

Simple arithmetic error with self-checking, but without repeating the
calculation by redoing it on another piece of paper.

Monitor or inspector failure to recognize an initial error by operator.
Personnel on different workshift fail to check the condition of
hardware unless required by a checklist or written directive.

Observing the pressure gauge downstream from the regulator until the pre-
scribed level is reached in the tank

Shatting off the high-pressure regulator

Shutting the valve to the tank

Next, specific potential errors (human actions or their ab;en_ce) are ider?tif?ed
ch unit of behavior in the task analysis. Acts of commission and omission
considered errors if they have the potential for reducing the probability of
desired system event or condition. In the above example, the operator could
t to open the high-pressure regulator from the source (step 2). open.the
& valve (step 1), or execute the actions out of proper sequence. T.he agtlolrlls
lly considered are limited. For example, if the error being examined is the
pulation of a wrong switch, perhaps because of the Fontro! panel layout, the
is does not usually try to predict which other sw1tf:h will be. chgsen, nor
it deal with the system effects of the operator selecting a specific incorrect

Tile next step in HRA is to determine the likelihood of sp'ec@ﬁc event se-
using event trees. Each error defined in the task analysis is entered on
tree as a binary event. If order matters, then the even'ts nef:d to _be ?‘rdered
nologically. Care must be taken to consider all alternatives, including “no ac-
taken.” Other logical models, such as fault trees, can also be u§ed.

Probabilities are assigned to each of the events in the tree, using handbgoks
bles of human error probabilities. If an exact match of errors is not possible,
tasks are used and extrapolations are made. Table 14.3 is a small example
type of table [172]. . .
The data in the THERP handbook is based on a set of assumptions that limit

1. Opening the shutoff valve to the tank
‘gpplicability of the data [22]:

2. Opening the high-pressure regulator from the source

i
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ST e v nguTe

o The operator’s stress level js optimal. ;
o No protective clothing is worn, : ror rates used for emergency situations.
o The level of administrative control is average for the industry.
o The personnel are qualified and experienced.

o The environment in the control room is not adverse,

Activity

The general error rate given very high stress levels where
dangerous activities are oceurring rapidly.

Operator fails 1o act correctly in first 60 seconds after the onset of
an extremely high stress condition.

Operator fails to act correctly in the first 5 minutes after the onset of
an extremely high stress condition,

Operator fails to act correctly in the first 30 minutes of an extreme
stress condition.

Operator fails to act correctly in the first several hours of a high
stress condition.

o All personnel act in a manner they believe to be in the best interests of ¢
plant (malevolent action is not considered).

Because these assumptions may not hold and because of natural va
ity in human performance, environmental factors, and task aspects, the
handbook gives a best estimate along with uncertainty bounds. The unce;
bounds represent the middle 90 percent range of behavior expected under atl
sible scenarios for a particular action; they are based on subjective judg
rather than empirical data. The analyst is expected to modify the proba
used in HRA to refiect the actual situation. Examples of performance sha
factors that can affect error rates are

ses, although care must be taken that the limitations and assumptions are

violated.

Humans make errors, but they also often detect their errors and correct them
they have a negative effect on the system state. If it is possible to recover

an error in this way, the actual error rate for the task may’ be reduced by or-

rs of magnitude from the computed rate [172]. The probability of recovery de-

ads greatly on the cues available to the operator from the displays and controls

d from the plant in general. Bell and Swain suggest that the effects of recov-

factors in a sequence of actions not be considered until after the total system
particular plant ig Very poor compared to labeling at other plants, the probab cess and failure probabilities are determined. These may be sufficiently low,
thout considering the effects of recovery, so that the sequence does not rep-
ent a dominant failure mode. Sensitivity analyses (manipulating a particular
ameter to determine how changes to its value affect the final value) can also be
ormed to identify errors that have a very large or very small effect on system
ability.
Most of these probabilities do not apply to tasks under emergency condi-
s, where stress is likely to be high. Analyses usually assume that the probabil-
of ineffective behavior during emergencies is much greater than during normal
essing. In general, error probability goes down with greater response time,
short response times, very little credit is normally given for operator action
an emergency. Table 14.4 shows some typical error rates used for emergency
uations [172].

One other factor needs to be considered when computing or using these
mbers, and that is sabotage or deliberate damaging actions by the operator,
hiding suicide. Most of the available data on human behavior assumes that
operator is not acting malevolently; instead it assumes that any intentional
iation from standard operating procedures is made because employees believe
ir method of operation to be safer. more economical. or more efficient, or
ause they believe the procedure is unnecessary [22]. Ablitt, in a UK Atomic

o Level of presumed psychological stress

g Quality of human engineering of controls and displays

o Quality of training and practice .

o Presence and quality of written instmct}gns and methods of use
o Coupling of human actions .

o Personnel redundancy (such as the use of inspectors)

particularly good, the probabilities for certain errors might be decreased.
performance shaping factors either affect the whole task or affect certain £ :
of errors regardless of the types of tasks in which they occur. Other factors g
have an overriding influence on the probability of occurrence of all types of e
under all conditions.

performance of two or more operators. The dependencies in the specific situatj
need to be assessed and estimates made of the conditional probabilities of succe
and failure.

Once al] these steps have been accomplished, the end point of each pati
through the event tree can be labeled a success or 2 failure, and the probability
of each path can be computed by multiplying the probabilities associated w
each path segment. Then the success and failure probabilities of all the paths azge
combined to determine the total System success and failure probabilities. Th
results of HRA are often used as input to fault trees and other system hazard:

2The system safety engineer might suggest instead that the labeling at the plant be
improved.



Energy Authority publication discusses the possibility of suicide by destructi

of a nuclear power plant: e

The probability per annum that a responsible officer will deliberately atte% ;
to drop a fuel element into the reactor is taken as 10~ since in about 1008 4
reactor operator years, there have been two known cases of suicide by re-
actor operators and at least one case in which suicide by reactor explosion:
Wwas a suspected possibility. The typical suicide rate for the public in general
is about 10~* per year although it does vary somewhat between countries:

(quoted in [172, p.411]).

Other human reliability estimation techniques have been proposed, although
THERP is probably the most widely used. A weakness of all these techniques,.

as noted, is that they do not apply to emergency situations (very little data o

human errors in emergencies is available). If one accepts Rasmussen’s Skill—
Rule-Knowledge model, the error mechanisms embedded in a familiar, frequent
task and in an infrequent task will differ because the person’s internal control of
the task will be different [270]. Therefore, error rates obtained from general error

reports will not apply for infrequent responses.

Another weakness is that the techniques cannot cope with human decisions
and tasks that involve technical judgment. Factors other than immediate task and

environmental factors are also ignored. -

Embrey [77] has suggested an approach to investigating human mistakes
linked to organizational weaknesses. His Goal Method relates the goals of an
operator responsible for specific equipment to the goals of the plant as a whole.
Hope and colleagues [126] say that this approach is helpful in training operating
teams, particularly for emergency situations.

Many of these human reliability assessment techniques were proposed and
the data collected before plants became highly automated, especially by comput-

ers. We are automating exactly those tasks that can be measured and leaving op-
erators with the tasks that cannot. Therefore, measurement of this type is bound-

to be of diminishing importance.

Complex Control Tasks

The measurement approaches described in the previous section consider human
performance as a concatenation of standard actions and routines for which error
characteristics can be specified and frequencies determined by observing similar
activities in other settings. In such analyses, the task is modeled rather than the
person. Rasmussen and others argue that such an approach may succeed when
the rate of technological change is slow, but is inadequate under the current
conditions of rapid technological change [278].

Computers and other modern technology are removing repetitive tasks from
humans, leaving them with supervisory, diagnostic, and backup roles. Tasks can
no longer be broken down into simple actions; humans are more often en gaged in
decision making and complex problem solving for which several different paths

lead to the same result. Only the goal serves as a reference point whet
the quality of performance—task sequence is flexible and very situatior
éerson specific. Analysis, therefore, needs to be performed in terms of the
fitive information processing activities related to diagnosis, goal evaluation
y setting, and planning—that s, in the knowledge-based domain.
‘From this viewpoint, performance on a task can no longer be assumed tc
t a relatively stable level of training. Learning and adaptation during perfor.
will have a significant impact on human behavior. If the models of be-
or used do not merely consider external characteristics of the task but have
ificant cognitive component, then measurement (and, of course, design’
s to be related to internal psychological mechanisms in terms of capabilities
limitations [274]. If, as Rasmussen recommends, the concept of human er-
r is replaced by human—task mismatch, then task actions cannot be separated
im their context. Rasmussen suggests that a FMEA can serve as a basis foi
alysis of a human—task mismatch. Numbers for these models do not exist and
riving them will be difficult, however, as the cognitive activities involved in
mplex and emergency situations cannot easily be identified in incident reports.
Top-down analysis can also be used (and seems more promising) to relate critical

| operator errors to cognitive human error models.

~14.14 Evaluations of Hazard Analysis Techniques

- Given the widespread use of hazard analysis techniques, the small amount of

careful evaluation is surprising. The techniques are often criticized as incomplete
and inaccurate, but this criticism is based on logical argument rather than on
scientific evaluation. Only a few critical evaluations of hazard analysis methods
have been performed, and most simply evaluate the structure of the methods.
Taylor, Suokas, and Rouhiainen, however, have actually performed empirical
evaluations.

Taylor applied HAZOP and AEA to two plants and compared the results
with problems found during commissioning and a short operating period. HA-
ZOP found 22 percent and 80 percent of the hazards, while the corresponding
results for AEA were 60 percent and 20 percent for the two analyses evaluated
[322].

Suokas compared HAZOP to AEA, WSA, and accident investigations for
two gas storage and loading—unloading systems. HAZOP identified 77 contrib-

. utors to a gas release. AEA and WSA found 23 additional factors not found by

HAZOP. When the results were quantified with fault trees, the contributors iden-
tified only by AEA increased the total frequency of gas release by 28 percent in
one system and by 38 percent in the other [327].

Suokas and Pyy evaluated four methods—HAZOP, FMEA, AEA. and
MORT—by collecting incident and accident information in seven process plants
and one accident database. They defined the search patterns and types of factors
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;{;v;s;:ilh Eﬂsthe nla;thods,. and .three groups evaluated which of the causal §
e Prepair ';:ou have identified. HAZOP was the best, identifying 36 ;
o utors. However, only 55 percent of the contributors were
0 be covered by thf: four methods [323, 322]. This result is particularly,

would be expected to be lower.
Many evaluations of the predictive accuracy of reliability estima;

- done for individual instruments and components; these studies v | -
in their results, In a reliability benchmafk exef;se, loth s varys SOftwa re Haza rd an d
‘Requirements Analysis

Computers do not produce new sorts of errors. They merely provide
new and easier opportunities for making the old errors.

14.15 Conclusions

—Trevor Kletz
Wise After the Event

zJa\jffla}r:y dlffeltent hzllzgrd @alysis techniques have been proposed and are u,
. ave serious limitations and only a few are usefu] for software. But
ese techniques or more ad hoc techniques are used, we need to ident

other qualities than on safety [80, 200].

- vast majority of accidents in which software was involved can be traced to
uirements flaws and, more specifically, to incompleteness in the specified and
emented software behavior—that is, incomplete or wrong assumptions about
operation of the controlled system or required operation of the computer and
andled controlled-system states and environmental conditions. Although cod-
errors often get the most attention, they have more 'of an effect on reliability

This chapter describes completeness and safety criteria for software require-
ts specifications. The criteria were developed both from experience in build-
such systems and from theoretical considerations [135, 136] and, in essence,
e the equivalent of a requirements safety checklist for software. They can be
to develop informal or formal inspection procedures or tools for automated
is of specifications. The criteria are general and apply to all systems, unlike
e application-specific safety requirements identified in a system hazard analy-
- Both application-specific hazards and general criteria need to be checked—in
» one of the general criteria requires checking the application-specific hazards.



