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LETTERS

TERMINATE WITH EXTREME 
PREJUDICE 

To the Editor:
I am writing to raise awareness that a 
pervasive software paradigm is prone 
to a serious performance pitfall. At 
least one widespread instance of the 
problem has been remarkably adept at 
evading detection.

The paradigm in question is the 
work queue at the heart of myriad pro-
grams: software repeatedly dequeues 
a task and performs corresponding 
work, which may enqueue new tasks, 
until the queue is empty. The per-
formance bug arises when output 
attains its final state long before the 
work queue drains; subsequent effort 
to empty the queue is wasted because  
it does not change the output.

The obvious solution—a “stop when 
done” termination test—is not always 
obvious to algorithm designers and 
developers coding in the work queue 
paradigm. More than once, I’ve seen 
production software that descends 
into a tragicomic frenzy of needless 
toil merely to drain a work queue, 
with no externally observable effect 
whatsoever beyond raising the CPU 

temperature. Work queues naturally 
incline toward self-inflicted busywork 
unless thoughtfully supervised.

Unfortunately, such vigilance is  
itself exceptionally difficult. We might  
hope that a modicum of peer review 
would suffice to exorcise gratuitous 
inefficiency from queue-centric designs. 

One of the most widely known elemen-
tary algorithms of all time, however, 
shows that extensive scrutiny is not 
proof against this problem.

Top textbooks, such as t hose 
by Cormen et al. (Introduction to Algo­
rithms, third edition) and Sedgewick and  
Wayne (Algorithms, fourth edition), 
have withstood decades of intense crit-
ical attention from generations of aca-
demics and practitioners. The breadth-
f irst search a lgorit hm presented 
in these and similar texts terminates 
when its work queue drains, which may 
occur long after all output is finalized.

Compared to an “efficient BFS” that 
terminates when the output reaches  
quiescence, the classic textbook BFS 
is like a penny in a fuse box: never bet-
ter and sometimes catastrophically  
worse—that is, sometimes slower by a  
factor proportional to the number of  
vertices in the input graph. For detailed 

evaluations, see https://queue.acm.org/
detail.cfm?id=3424304. 

The root cause of the “work queue 
run mad” antipattern is a confusion of 
ends versus means. Work queues are 
the latter. They provide reminders to be 
considered, not commands to be blindly 
obeyed, as computations unfold. Unfor-
tunately, experience shows that work 
queues can distract attention from the 
simple fact that every program’s pur-
pose is to compute its output.

Terence Kelly
tpkelly@acm.org

The paradigm in question is the work queue  
at the heart of myriad programs: software 
repeatedly dequeues a task and performs 

corresponding work, which may enqueue new 
tasks, until the queue is empty.
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Computer Highlights Society Magazines
The IEEE Computer Society’s lineup of 12 peer-reviewed tech-
nical magazines covers cutting-edge topics ranging from 
software design and computer graphics to Internet comput-
ing and security, from scientific applications and machine 
intelligence to visualization and microchip design. Here are 
highlights from recent issues.

Using Jupyter for Reproducible 
Scientific Workflows
In this article from the March/April 2021 issue of Comput-
ing in Science & Engineering, the authors report two case 
studies—one in computational magnetism and another in 
computational mathematics—where domain-specific soft-
ware was exposed to the Jupyter environment. This enables 
high-level control of simulations and computation, inter-
active exploration of computational results, batch process-
ing on high-performance computing resources, and repro-
ducible workflow documentation in Jupyter notebooks. 
In the first study, Ubermag drives existing computational 
micromagnetics software through a domain-specific language 
embedded in Python. In the second study, a dedicated Jupy-
ter kernel interfaces with the GAP system for computational 
discrete algebra and its dedicated programming language. 

Recovering Software for the Whirlwind Computer
The late 1940s were seminal years in the development of 
electronic digital computing machines. One of these new 

generations of computing devices was the vacuum-tube 
Whirlwind computer, designed in the late 1940s at the Mas-
sachusetts Institute of Technology. Designed from the start 
for real-time control applications, Whirlwind evolved to be 
a key element in a proof of concept for national air defense. 
This article from the January–March 2021 issue of IEEE 
Annals of the History of Computing starts with a review of 
Whirlwind and its evolving software environment, goes on 
to describe the current effort to decode some of the Whirl-
wind software artifacts remaining in museum archives, 
and then describes some of the material the work has 
made accessible.

QuteVis: Visually Studying Transportation 
Patterns Using Multisketch Query of Joint 
Traffic Situations
QuteVis uses multisketch query and visualization to dis-
cover specific times and days in history with specified 
joint traffic patterns at different city locations. Users can 
use touch-input devices to define, edit, and modify mul-
tiple sketches on a city map. A set of visualizations and 
interactions is provided to help users browse and compare 
retrieved traffic situations and discover potential influen-
tial factors. QuteVis is built on a transport database that 
integrates heterogeneous data sources with an optimized 
spatial indexing and weighted similarity computation. 
An evaluation with real-world data and domain experts 
demonstrates that QuteVis is useful in urban transporta-
tion applications in modern cities. Read more in this article 
from the March/April 2021 issue of IEEE Computer Graphics 
and Applications.

Digital Object Identifier 10.1109/MC.2021.3055875
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Differentially Private Collaborative Coupling 
Learning for Recommender Systems
Coupling learning is designed to estimate, discover, and 
extract the interactions and relationships among learning 
components. It provides insights into complex interactive 
data and has been extensively incorporated into recom-
mender systems to enhance the interpretability of sophis-
ticated relationships between users and items. Coupling 
learning can be further fostered once the trending collab-
orative learning can be engaged to take advantage of the 
cross-platform data. To facilitate this, privacy-preserving 
solutions are in high demand. In this article from the Jan-
uary/February 2021 issue of IEEE Intelligent Systems, the 
authors develop a distributed collaborative coupling learn-
ing system, which enables differential privacy and defends 
against the adversary who has gained full knowledge of the 
training mechanism. It also addresses the privacy-utility 
tradeoff by a provable tight sensitivity bound. 

Cyberbullying Detection With  
Fairness Constraints
Cyberbullying is a widespread adverse phenomenon among 
online social interactions in today’s digital society. While 
numerous computational studies focus on enhancing the 
cyberbullying detection performance of machine learning 
algorithms, proposed models tend to carry and reinforce 
unintended social biases. In this article from the January/
February 2021 issue of IEEE Internet Computing, the authors 
try to answer the research question, “Can we mitigate the 
unintended bias of cyberbullying detection models by guid-
ing the model training with fairness constraints?” They 
propose a model training scheme that can employ fairness 
constraints and validate the approach with different data 
sets. Various types of unintended biases can be successfully 
mitigated without impairing the model quality. 

Simulation-Based Training via a “Readymade” 
Virtual World Platform: Teaching and Learning  
With Minecraft Education
Integrating information and communication technologies 
in teaching and learning is recognized as a relevant and 

promising practice. However, integration can be complex, 
tedious, and draining. The authors of this article from the 
March/April 2021 issue of IT Professional propose an innova-
tive approach for enhancing teaching and learning in a sim-
ple, pleasant, and effective way: repurposing a virtual world 
platform to develop simulation-based training. Minecraft 
Education, a virtual world platform, was used to develop 
simulation-based training on agile project management. So 
far, 153 university students have applied the Scrum frame-
work to execute a simulated project in Minecraft Education. 
Results show that students’ perceived learning is very posi-
tive and that their learning experience was stimulating and 
challenging. Recommendations are formulated to guide 
practitioners and teachers adopting and adapting a “ready-
made” virtual world platform for teaching and learning.

The Design Process for Google’s Training Chips: 
TPUv2 and TPUv3
Google has been deploying computers for machine 
learning training since 2017, powering key Google ser-
vices. These tensor processing units are composed of 
chips, systems, and software, all codesigned in house. 
In this article from the March/April 2021 issue of IEEE 
Mic ro,  t he aut hors det a i l t he c i rc u m s t a nces t h at 
led to this outcome, the challenges and opportunities 
observed, and the approach taken for the chips. They 
also present a quick review of performance and a retro-
spective on the results. 

AffectiveNet: Affective-Motion Feature Learning  
for Microexpression Recognition
The interpretation of microemotions from video clips 
is a challenging task. In this article from the January–
March 2021 issue of IEEE MultiMedia, the authors pro-
pose an affective-motion imaging that cumulates rapid 
and short-lived variational information of microexpres-
sions into a single response. An affective-motion feature 
learning network, called AffectiveNet, can perceive subtle 
changes and learns the most discriminative dynamic fea-
tures to describe the emotion classes. AffectiveNet holds 
two blocks: MICRoFeat and MFL. The MICRoFeat block 
conserves the scale-invariant features, which allows the 
network to capture both coarse and tiny edge variations. 
The MFL block learns microlevel dynamic variations from 
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two intermediate convolutional layers. The effectiveness 
of the proposed network is tested over four data sets using 
two experimental setups: person-independent and cross-
data set validation.

MOSAIK: A Formal Model for Self-Organizing 
Manufacturing Systems
In this article from the January–March 2021 issue of IEEE 
Pervasive Computing, the authors review past and current 
system architectures displaying self-organization in the 
domain of manufacturing. Based on a corpus of 84 refer-
ence papers, they find that multiagent systems (MAS) play 
a significant role in self-organization, especially MAS fea-
turing bio-inspired algorithms for agent coordination. The 
emergence of new classes of cyberphysical systems fur-
ther strengthens the prevalence of MAS on the subject. The 
authors devise the MOSAIK model, a generic model syn-
thesizing all system architectures found in the corpus. The 
MOSAIK model can be used as a reference for formally com-
paring distinct architectures.

The Fusion of Secure Function Evaluation and 
Logic Synthesis
Designing custom secure function evaluation compilers 
has been an active research area. However, the intelligent 
adaptation of the integrated circuit synthesis tools outper-
forms these compilers. It is time for the custom compilers 
to embrace this trend. Read more in this article from the 
March/April 2021 issue of IEEE Security & Privacy.

Visualizing Change in Agile Safety-Critical Systems
High-dependability software systems must be developed 
and maintained using rigorous safety-assurance practices. 
By leveraging traceability, we can visualize and analyze 
changes as they occur, mitigate potential hazards, and sup-
port greater agility. Read more in this article from the May/
June 2021 issue of IEEE Software. 
�  

Editorial: Unless otherwise stated, bylined articles, as well as 
product and service descriptions, reflect the author’s or firm’s 
opinion. Inclusion in Computer does not necessarily constitute 
endorsement by the IEEE or the IEEE Computer Society. All 
submissions are subject to editing for style, clarity, and space.

Reuse Rights and Reprint Permissions: Educational or per-
sonal use of this material is permitted without fee, provided 
such use: 1) is not made for profit, 2) includes this notice and 
a full citation to the original work on the first page of the 
copy, and 3) does not imply IEEE endorsement of any third-
party products or services. Authors and their companies are 
permitted to post the accepted version of IEEE-copyrighted 
material on their own webservers without permission, pro-
vided that the IEEE copyright notice and a full citation to the 
original work appear on the first screen of the posted copy. An 
accepted manuscript is a version which has been revised by 

the author to incorporate review suggestions, but not the pub-
lished version with copyediting, proofreading, and format-
ting added by IEEE. For more information, please go to: http://
www.ieee.org/publications_standards/publications/rights 
/paperversionpolicy.html. Permission to reprint/republish 
this material for commercial, advertising, or promotional pur-
poses or for creating new collective works for resale or redistri-
bution must be obtained from IEEE by writing to the IEEE Intel-
lectual Property Rights Office, 445 Hoes Lane, Piscataway, NJ 
08854-4141 or pubs-permissions@ieee.org. Copyright © 2021 
IEEE. All rights reserved.

Abstracting and Library Use: Abstracting is permitted with 
credit to the source. Libraries are permitted to photocopy for 
private use of patrons, provided the per-copy fee is paid through 
the Copyright Clearance Center, 222 Rosewood Drive, Danvers, 
MA 01923.
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50 & 25  
YEARS AGO

EDITOR ERICH NEUHOLD
University of Vienna
erich.neuhold@univie.ac.at

AUGUST 1971
In the early years, Computer was only published bimonthly. 
Therefore, we will have to skip our interesting and/or infor-
mative extractions for August. The next one will appear in 
the September 2021 issue of Computer, and we hope you will 
eagerly wait for our next publication of this column.

AUGUST 1996
 https://www.computer.org/csdl/magazine/co/1996/08

Developments Fuel Wireless Revolution; Thomas Kineshige 
(p. 16) “Analysts estimate there will be 40 million cellular users 
by the end of this year. … Developments in personal commu-
nication services (PCS), personal digital assistants (PDAs) and 
wireless notebooks technologies promise still more growth. 
… GSM, the European digital cellular phone standard is used 
by about 150 wireless providers in about 80 countries. … A 
survey conducted this year show that 24% of the US’ network 
developers have committed to PCS, 26% have committed to 
AT&T’s TDMA … 48% have committed to CDMA … By the year 
2000 we will see all of the major TDMA and GSM networks 
evolve towards a spread-spectrum solution, a broadband, 
SDMA based interface, McClellan said.” [Editor’s note: Already 
in 1996, despite this prediction, it was quite clear that GSM and 
its successor would conquer the world. Today’s smartphones are 
based on this technology, which allows worldwide communica-
tion. Other solutions still exist but have serious limitations when 
used internationally.]

Java, the Web, and Software Development; Edward Yourdon 
(p. 25) “What’s the big deal about Java and the Web? The fact 
that they mark the death of fatware and the birth of dynamic 
computing built on rented components. … The recent explo-
sion of interest in the Internet and the World Wide Web is 
just the latest example. The Internet is older than my college 
friend, but the WWW and programming languages like Java 

are quite new-and quite revolutionary. … Even if you ignore 
the competitive marketing pressures that led to the cre-
ation of 1,200 spreadsheet features, an important question 
remains: Why can’t we provide users with only the features 
they want?” (p. 26) “But we do know that Java has created the 
opportunity to download the specific functionality a user 
wants at the moment the user requests that functionality. 
Obviously, this vision implies a user connected to the Inter-
net and a functionality that can be invoked from within a 
Web browser. … Indeed, the notion of renting functionality 
via the Internet may further invigorate one segment of the 
soft-ware industry, the component developers. … Java and 
Internet-enabled applications will have the most significant 
effect on brand-new applications that reside on the Internet. 
But I also believe we’ll see a significant transition from today’s 
“traditional” client-server applications to this new model.” 
(p. 28) “Security—a major topic of concern on the Internet— 
rarely played a significant role in the design of traditional cli-
ent-server applications. … On the Internet, a casual attitude 
toward security is likely to have grave consequences.” (p. 29) 
“Internet-based applications will be the subject of debate. In 
this regard, it’s interesting to note that Java is currently about 
30 times slower than C+ +.” [Editor’s note: This article is really 
worthwhile to read. It is from the heyday of the Internet and lan-
guages like Java. The many predictions and suggestions are all 
very important. Some have become reality quickly, while others 
are still problems today, for example, the Internet and application 
security and privacy issues coming from neglected attitudes in 
the past.] 

Collaboratories: Doing Science on the Internet; Richard 
T. Kouzes et al. (p. 40) “The success of many complex sci-
entific investigations hinges on bringing the capabilities of 
diverse individuals from multiple institutions together with 
state-of-the-art instrumentation. … Facilitating collaboration 
among a widely distributed scientific community is highly 
complex. Although a collaboratory is potentially nothing 
less than the village square of the Information Age, it is a 
synthetic place requiring social adaptation. … Collaboratory 

Digital Object Identifier 10.1109/MC.2021.3055876
Date of current version: 30 July 2021
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developers must consider psychosocial issues such as auton-
omy, trust, sense of place, and attention to ritual. … Technol-
ogy solutions abound, but often fail to find a human problem 
to solve.” (p. 41) “Groupware applications for a collaboratories 
will have to be selected and implemented with a clear under-
standing of the social and political concerns that characterize 
joint scientific work. Among these are issues of authorship, 
acknowledgment of contributions, esteem of peers, and rec-
ognition by professional role models. Without such charac-
teristics, collaboratory systems will not find acceptance” 
(p. 45) “In the past 25 years collaboratories have sprung up 
and have been used extensively in the internet environment. 
But most of the systems offered had to be parameterized 
extensively to be accepted with regards of the mentioned con-
cerns.” [Editor’s note: Unfortunately, when looking at the forced 
home office, teleresearch, and teaching activities due to COVID-
19, most of these concerns have been ignored, leading to a serious 
loss of productivity, teamwork, and learning, which are only now 
beginning to be recognized for their severe impacts.]

Distributed Computing Using Autonomous Objects; 
Lubomir F. Bic et al. (p. 55) “Sensors that supply data to 

computer systems are inherently unreliable. … To improve 
sensor-system reliability, researchers have actively studied 
the practical problem of combining, or fusing, the data from 
many independent sensors into one reliable sensor reading. 
… The central question is, how can an automated system be 
certain to make the correct decision in the presence of faulty 
data? Much depends on the system’s accuracy—the distance 
between its results and the desired results—and on the sys-
tem’s precision—the size of the value range it returns.” (p. 57) 
“To satisfy the requirements of both the inexact-agreement 
problem and the sensor-fusion problem, we merged the opti-
mal region algorithm with FCA to produce an algorithm that 
provides the best accuracy possible and increases the preci-
sion of distributed decision-making.” [Editor’s note: This is a 
very interesting paper, especially now in the age of the Internet of 
Things. It discusses, in depth, a number of already-proposed algo-
rithms that solve the problem and then offers a hybrid solution 
that eliminates some of the problems the others have.]

Toward lntelligent Meeting Agents; Hsinchun Chen  
et al. (p. 62) “An experiment with an Al-based software agent 
shows that it can help users organize and consolidate ideas 
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from electronic brainstorming. The agent recalled concepts 
as effectively as experienced human meeting facilitators and 
in a fifth of the time.” (p. 63) “A major advantage of electronic 
meetings is that members can brainstorm in parallel. Indeed, 
electronic meeting systems are generally very effective 
during idea generation. A major disadvantage is that all the 
ideas from brainstorming—typically several hundred com-
ments—must be organized. … must meet several challenges: 
Information overload—Lack of a collaborative vocabulary—
Pressure to synthesize tasks—Sensitive topics and lack of 
trust.” (p. 64) “Basically, a meeting facilitator can invoke the 
agent at any time to produce a category list of ideas. Each cat-
egory is linked to specific comments, which users can browse.” 
(p. 68) “Once again, the agent’s lists were comparable to facili-
tators’ lists in concept recall, but significantly inferior in con-
cept precision.” [Editor’s note: This work on supporting electronic 
brainstorming for finding interesting/executable ideas out of the 
many discussed during the meeting contains many interesting 
aspects. Some of them made it into the multitude of recommender 
systems that are used everywhere today.]

3D User Interfaces for General-Purpose 3D Animation; 
Jean-Francis Balaguer et al. (p. 71) “Virtual Studio pro-
vides nonprofessional animators with inexpensive and 
easy-to-use 3D animation systems that have the function-
ality of complex and costly professional platforms.” (p. 72) 
“You can use 3D devices to specify complex 3D motion and 
virtual tools to control application objects. An underlying 
constraint solver that automatically maintains inter-rela-
tionships among objects will tightly couple application and 
interface objects. … Device configurations: … The immer-
sive configuration’s goal is to convince users that they are 
part of the world they manipulate or, in other words, to cre-
ate virtual reality. … Virtual Studio’s desktop configuration, 
shown in Figure 3, uses a Spaceball and a mouse as input 
devices.” (p. 75) “Defining animations: When users define 
animations in Virtual Studio, they first express the desire 
to record changes in various elements of the virtual world. 
A controller object that is connected to each element moni-
tors animated objects’ state changes.” [Editor’s note: This arti-
cle discusses the many problems related to creating and using 
3D worlds. It reflects the state of the art of 25 years ago where 
it is interesting to see that, despite the impressive progress since 
then, some problems still remain, both on the interaction front 
and with true 3D world aspects.]

WW II Colossus Computer Is Restored to Operation;  
Patricia J. Douglas et al. (p. 79) “On June 6, 1996, the 52nd 
anniversary of D-day, a rebuilt Colossus computer went into 
operation, bringing back memories of World War II for many 
attending the ceremony. Present were Tommy Flowers, origi-
nal designer of the Colossus, and Bill Tutte, the cryptanalyst 
who first broke the Fish cipher. Several others who had worked 

at Bletchley Park in the UK, the home of Allied code-breaking 
operations during the war, also attended.” [Editor’s note: The 
Colossus computer (10 of them were built during the war) was kept 
secret for 30 years, and most of the design and user documenta-
tion was deliberately destroyed. In Wikipedia, a very interesting 
account is given about the problem of its reconstruction as well as 
about the methods used for its code breaking.]

Digital Library Task Force: Nabil R. Adam et al. (p. 89) 
“Until recently, electronic information sources served mainly 
specialized clients, but now these sources will be accessed by 
a wide range of users, ranging from computer specialists, dis-
cipline experts, engineers, and the general public, including 
novice computer users and students at all levels. These trends 
have created an emerging, important discipline: digital librar-
ies. … A typical digital library uses a variety of database-man-
agement systems. Current DBMSs range from relational and 
extended relational systems to object-oriented database sys-
tems. Relational DBMSs are most often used for the storage 
of metadata and indexes with attributes that contain pointers 
to files in a file system.” [Editor’s note: In 1996, the term digital 
libraries became popular in research environments. However, at 
the same time, the World Wide Web arose and eventually took over 
in the research community. Digital library technology, of course, 
still exists wherever controlled, indexed information is to be stored 
and retrieved.]

Web Publishing: Speed Changes Everything; Steve  
Hitchcock (p. 91) “Because information is the lifeblood of 
professionals, any change will significantly affect read-
ers as well as publishers. … Those who criticize the Web’s 
content quality, such as T. Matthew Ciolek (Computer, Jan-
uary 1996, pp. 106–108), miss the point … Readers will 
demand quality and will also expect materials to be deliv-
ered at near-instantaneous speed, but that quality will be 
judged in the context of the new information medium that 
is the Web itself. … Nor is the author immune to the new 
demands of on-line publishing. Clear and unambiguous 
expression, good grammar and phraseology, and logical 
structuring of argument take time, but are all sequential. … 
Researchers must now find ways to adapt new, more tran-
sient information structures to meet quality expectations 
while recognizing valuable contributions and focusing 
debate.” [Editor’s note: The changes envisioned in this article 
did occur much slower than predicted. The world of “quality” 
publications, on one side, has remain unchanged with regard 
to reviews and copyright enforcement. On the other side is 
the web, with its multitude of information-bearing sites. Qual-
ity has been sacrificed with fake and easily manipulated news, 
resulting in information and privacy violations everywhere. 
The web was built assuming that ethical and moral principles 
exist in all of its users, which, as it turns out, is a very wrong 
assumption.]  



Where’s the Silicon?
Nir Kshetri,  University of North Carolina at Greensboro

Jeffrey Voas,  IEEE Fellow

The world is facing a silicon shortage. We look 

at some of the key facts and figures to gain 

some insights. 

AWendy’s hamburger commercial asked, “Where’s 
the beef?” We’re asking, “Where’s the silicon?” 
Recent news clips concerning a global silicon 
shortage intrigued us. It’s a supply chain case 

study that comes with an interesting twist: is this problem 
natural or manufactured? We can’t answer that, but here 
are a few tidbits:

1. Silicon is a metalloid, 1 and China is the largest 
producer. 2

2. Silicon demand has been growing for microproces-
sors to support 5G, self-driving vehicles, artificial 
intelligence, and other uses. Pandemic lockdowns 
accelerated the demand for work-from-home prod-
ucts, and China has been accumulating integrated 
circuits (see Figure 1).

3. In the late 1980s,3 the prevalent business model 
among semiconductor designers changed to out-
sourced manufacturing. In the fabless model, a 
product vendor designs and sells hardware and semi-
conductor chips but relies on chip-making factories 
known as foundries to manufacture silicon wafers.

4. East Asia has emerged as the global epicenter of fab-
less. More specifically, Taiwan Semiconductor Man-
ufacturing Company (TSMC) has been credited with 
pioneering the “foundry and fabless” model. Accord-
ing to TrendForce, TSMC and Samsung have foundry 
market shares of 55% and 18%, respectively. 4 About 
three-quarters of the global semiconductor manu-
facturing capacity, as well as key suppliers of essen-
tial materials, are in Asia (Figure 2).

5. East Asia’s dominance is clear in the manufactur-
ing of semiconductor devices. Currently, 100% of 
the world’s highly advanced logic semiconductor 
(smaller than 10 nm) manufacturing capacity is 
in two Asian economies: Taiwan, 92%, and South 
Korea, 8%. 5 In 2020, Samsung and TSMC intro-
duced 5-nm chips. A plan exists to produce 3-nm 
chips in 2022.  6,  7

6. A single semiconductor fabrication plant costs 
US$10–20 billion. 8 Public support is almost certainly 
required. One important lesson from Taiwan and 
South Korea was the role that governments played.5

7. The United States recently took legislative mea-
sures; a 2020 bill, the CHIPS for America Act (H.R. 
7178), provides incentives to enable R&D in the 
semiconductor industry and secure supply chain s.4
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So that’s some of what we found. 
We’re still hoping to answer our orig-
inal questions. Expect to read more 
about this in future Computer issues. 
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FIGURE 2. Major economies’ share of the global semiconductor manufacturing capacity.
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FIGURE 1. China’s integrated circuit imports.

DISCLAIMER
The authors are completely respon-
sible for the content in this message. 
The opinions expressed are their own.



Insights Into the Origins of the 
IEEE Computer Society and 
the Invention of Electronic 
Digital Computing
Vladimir Getov , University of Westminster

Using some nearly forgotten facts, this article reviews the origins of the 

IEEE Computer Society and the first Technical Committee on Electronic 

Computers, established about 10 years after the revolutionary invention 

of electronic digital computing.
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For decades, the IEEE Computer 
Society (CS) has been, by far, 
the largest professional unit 
within IEEE. As early as 1968, 

its predecessor, the Computer Group, 
surpassed the 10,000-member mile-
stone.11 Since then, the IEEE CS has 
grown substantially, servicing more 
than 225,000 community members 
in 2021. This has been in line with the 
rapid global developments of com-
puter science and engineering—the 
main driving force of the unprece-
dented digital revolution, which has 
transformed modern life.

The professional community ac-
tivities in computer science and engi-
neering began in the first year after 
the World War II. The CS origins can 
be traced back to 1946 when there 
were two independent and sometimes 
rival organizations: the American In-
stitute of Electrical Engineers (AIEE) 
and the Institute of Radio Engineers 
(IRE). These two institutions eventu-
ally merged in 1963, creating IEEE. 
A lot has been written on this matter 
over the last 75 years, but there are 
still many questions that require an-
swers and clarifications, particularly 
because the IRE and AIEE had initially 
created separate committees dedi-
cated to the new field of computing.

Within the AIEE, the Subcommit-
tee on Large-Scale Computing Devices 
was initially formed as part of the Ba-
sic Sciences Committee during May/
June 1946 with Charles Concordia 
as the first chair.20 In 1947, with the 
backing of AIEE leadership, the group 
started preparing for elevation to full 
committee status while dropping 
“Large-Scale” from its title. Eventually, 
the AIEE Committee on Computing 
Devices was formally approved by the 
Board of Directors on 29 January 1948 
and achieved full official standing 
on 1 August 1948.

The uniqueness of the IRE lies in 
the fact that, during the first half of 
the 20th century, it was the most sci-
entific of all of the American engi-
neering societies. This spirit found 
its expression in the institute’s high 

membership standards, a stress upon 
creativity, its democratic elections, 
and its dedication to international 
scientific collaboration. There was a 
strong convergence between the val-
ues implicit in the development of a 
highly scientific field and the pro-
fessional atmosphere created by the 
founders of the IRE. In line with these 
principles, the IRE Technical Commit-
tee (TC) on Electronic Computers was 
initially formed in 1946 as a subcom-
mittee, just like the AIEE Subcom-
mittee on Large-Scale Computing De-
vices. However, it is still unclear why, 
in 1951, the IRE decided to establish 
the Professional Group on Electronic 
Computers (PGEC)21 with no evidence 
showing continuity between the new 
group and the existing TC. The PGEC 
creation was a move in the right di-
rection as PGEC turned out to be very 
successful in the 1950s and the early 
1960s, before the merger of the IRE 
and the AIEE in 1963.

THE INCEPTION OF THE 
IRE TC ON ELECTRONIC 
COMPUTERS
The first IRE TC on Electronic Com-
puters played an important historic 
role, and, therefore, we shall review 
some nearly forgotten facts. The earli-
est evidence of professional activities 
in this new area within the IRE dates 
back to 1946. The technical program 
of the highly successful 1947 IRE Na-
tional Convention (3–6 March 1947) 
was published in January6,7 and Feb-
ruary 1947.8,9 It included 122 papers, 
five of which were presented in the 
session, “Electronic Digital Comput-
ers,” on Tuesday, 4 March 1947 in the 
West Ballroom, The Commodore Ho-
tel, New York City.10 These papers had 
to have been prepared and submitted 
in 1946 for inclusion on the technical 
program. The authors—J.W. Forrester 
[Massachusetts Institute of Technol-
ogy (MIT)], S.N. Alexander [National 
Bureau of Standards (NBS)], H.H. 
Goldstine [Institute for Adva nced 
Study (IAS)], J.A. Rajchman (RCA), 
and P. Crawford [U.S. Office of Naval 

Resea rch (ONR)]—were of f icia l ly 
listed as inaugural members of the 
IRE TC on Electronic Computers in 
1948. Several interesting exhibits were 
presented in special demonstration 
rooms, including component units of 
the Electronic Discrete Variable Com-
puter (EDVAC), which was declassified 
only one week before the show.

A total of 73 IRE TC and subcommit-
tee meetings were held in 1947.2 These 
included the Technical Subcommit-
tee on Electronic Digital Computers, 
which must have been established 
in 1946. Later in 1947, Arthur Burks 
published in Proceedings of the IRE his 
highly cited ENIAC paper,17 submitted 
in 1946. The 1947 annual report of the 
secretary, Haraden Pratt, as received 
by the IRE Board of Directors, includes 
the following statement:2

Three new important Technical 
Committees, … and the Elec-
tronic Computers Committee, 
were created, which indicates 
an increased trend in Technical 
Committee activities for the future.

An extensive online search estab-
lished that, after the successful start of 
the Subcommittee and the creation of 
the IRE TC on Electronic Computers in 
1947, the IRE Executive Committee ap-
proved a bylaw amendment to include 
the TC on Electronic Computers in Sec-
tion 80 and appointed James R. Weiner 
as the first chairman of the same TC at 
its meeting on 6 January 1948:3

Bylaw Section 80. Dr. Goldsmith 
moved that the Constitution and 
Laws Committee be instructed 
to prepare a Bylaw amending 
Bylaw Section 80 to include 
the new Technical Committee 
on “Electronic Computers.” 
(Unanimously approved.)

Chairman, Technical Commit-
tee on Electronic Computers. 
Dr. Goldsmith moved that the 
Executive Committee approve 
the appointment of J.R. Weiner 
as Chairman of the Technical 
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Committee on Electronic Comput-
ers. (Unanimously approved.)

These decisions not only confirmed 
the elevation to full committee status 
but also the drop of “Digital” from the 
title, which would leave room for the 
inclusion of analog (continuous) com-
puters in the definition of scope, as ap-
proved by the IRE Executive Commit-
tee on 2 March 1948:4

Definition of Scope of the 
Electronic Computers Com-
mittee. Mr. S. L. Bailey moved 
that the Executive Committee 
approve the following defi-
nition of scope of the Elec-
tronic Computers Committee, 
submitted by the Committee 
Chairman, James R. Weiner, 
with the suggestion that the 
Technical Secretary investigate 
the use of the term “contin-
uous” in this application:

The Technical Committee on 
Electronic Computers is respon-
sible for all work relating to 
digital and continuous comput-
ers. Included are applications to 
scientific computing, fire control, 
and industrial control problems. 
A primary duty of the Committee 
will include the compilation of a 
glossary of definitions designed to 
correct the many current ambigu-
ities. Additional duties of the Com-
mittee include standardization of 
test methods, coordination with 
the Papers Procurement Commit-
tee, and computer session plan-
ning. (Unanimously approved.)

This TC continued to be very active 
in 1948 with a committee meeting and 
nine papers presented in two regular 
sessions, “Computers I – Systems” and 
“Computers II – Components,” at the 
1948 IRE National Convention 22–25 
March 1948.5 Many of the authors of 
these papers were founding members of 
the IRE TC on Electronic Computers. An-
other fascinating fact is that among the 
invited speakers for the special session 

“Advances Significant to Electronics” 
were Norbert Wiener (MIT), “Cybernet-
ics”; Claude Shannon (Bell Labs) , “Infor-
mation Theory”; and John von Neumann 
(IAS),  “Computer Theory.” 5

In his article from 1991,1 Merlin 
Smith gives a list of the 21 founding 
members of the first IRE TC on Elec-
tronic Computers (1 May 1948). Regret-
fully, this article does not provide a 
reference to the original publication, 
which was eventually found in Pro-
ceedings of the IRE: 2

Technical Committee on 
Electronic Computers
Chairman: J.R. Weiner (Ray-
theon Manufacturing Co.); 
Vice-Chairman: G.R. Stibitz (Bell 
Labs); Members: S.N. Alexander 
(NBS), J.V. Atanasoff (NOL), J.H. 
Bigelow (Princeton Univ.), Perry 
Crawford (ONR), C.S. Draper 
(MIT), J.P. Eckert Jr. (Eck-
ert-Mauchly Computer Corp.), 
J.W. Forrester (MIT), H. Golds-
tine (IAS), E.L. Harder (Westing-
house Electric Co.), B.L. Havens 
(Columbia University), E. Laka-
tos, G.D. McCann (California 
State Polytechnic Inst.),	 C.H. 
Page, J.A. Rajchman (RCA), Na-
thaniel Rochester (Sylvania Elec-
tric Products Inc.), Robert Serrell 
(RCA), T.K. Sharpless (Univ. of 
Pennsylvania), R. Snyder (Univ. 
of Pennsylvania), and C.F. West 
(Raytheon Manufacturing Co.).

The IRE TC on Electronic Comput-
ers inaugural roster (as listed above) is 
an impressive collection of early com-
puter pioneers that includes the inven-
tor of electronic digital computing: 
John Vincent Atanasoff.

THE INVENTION OF 
ELECTRONIC DIGITAL 
COMPUTING
T he 1930s saw a n unprecedented 
ebullience of scientific ideas and pro-
posals looking for different solutions 
to the automatic calculations chal-
lenge. The variety of interests from 

academic institutions, commercial 
endeavors, and government admin-
istration further added to the rich-
ness of possible approaches. It was in 
these circumstances that Atanasoff’s 
exceptional invention and develop-
ment of electronic digital computing 
marked the beginning of the informa-
tion revolution.18 In 1937, after signif-
icant research and practical investi-
gations, Atanasoff came up with the 
basic design principles of electronic 
digital computing.13 These included 
the use of

›› electronics technology for com-
putational speed as opposed to 
mechanical or electromechani-
cal technology

›› binary arithmetic for simplicity 
of implementation as opposed to 
decimal arithmetic

›› digital calculations for ac-
curacy as opposed to analog 
calculations

›› dynamically refreshed memory 
for low cost and reliability.

Based on these revolutionary con-
cepts and after further practical inves-
tigation, a proof-of-concept prototype 
became operational and was demon-
strated in October 1939. This was fol-
lowed by the development of a full-
scale computing machine [called the 
Atanasoff-Berry Computer (ABC) since 
the late 1960s] for solving systems of 
equations using digital electronics. It 
was demonstrated between 1939 and 
1942 by Atanasoff and his graduate as-
sistant, Clifford E. Berry.

A few years after Atanasoff’s proj-
ect, the British “Colossus” electronic 
digital computer was independently 
designed and built at the Post Office 
Research Labs at Dollis Hill in North 
London between March and December 
1943.22 The first prototype, developed 
for the top-secret code-breaking facil-
ity (known as “Station X”) at Bletchley 
Park, was first operational on Christ-
mas Day, 1943. After receiving highly 
favorable feedback from its initial 
operation, the project team, led by 
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Thomas H. (Tommy) Flowers, built an-
other 10 improved Colossus versions, 
which were extensively used to break 
the German “fish” codes in the last two 
years of World War II.

Around the same time, another 
groundbreaking project, classified as 
confidential and led by J. Presper Eck-
ert Jr. and John W. Mauchly, started in 
June 1943 at the University of Pennsyl-
vania. This was the Electronic Numer-
ical Integrator and Computer (ENIAC), 
which became operational in December 
1945 and was announced to the media 
in February 1946, followed by a well-
run publicity campaign. ENIAC’s pop-
ularity remains widely acknowledged 
within the professional community to 
this day.

There are, however, some import-
ant facts which need to be emphasized 
again. In June 1941, Mauchly visited 
Atanasoff in Iowa State to learn in de-
tail about his project. It is well docu-
mented that Atanasoff had submitted 
a patent application to Iowa State, but 
the university neglected to file it. Ata-
nasoff also informed Mauchly about 
this matter and stated in his letter to 
him (dated 7 October 1941): “I have no 
qualms about having informed you 
about our device, but it does require 
that we refrain from making public 
any details for the time being.”

Soon after that, ENIAC’s design and 
construction were derived with no 

acknowledgment of Atanasoff’s inven-
tion. As stated in Judge Earl R. Larson’s 
Federal Court’s historic decision (19 
October 1973):

Between 1937 and 1942, Atana-
soff, then a professor of physics 
and mathematics at Iowa State 
College, Ames, Iowa, developed 
and built an automatic electronic 
digital computer. The work of 
Atanasoff was known to Mauchly 
before any effort pertinent to the 
ENIAC machine or patent began. 
Eckert and Mauchly did not them-
selves first invent the automatic 
electronic digital computer, but 
instead derived that subject matter 
from Dr. John Vincent Atanasoff.

Despite the long list of publica-
tions, discussions, interviews, and an-
nouncements, some of the details are 
still not well elucidated. For example, 
it is often believed that the computer’s 
name, “ABC,” was given during the 
development of the project. In fact, 
Atanasoff started using the acronym 
in the late 1960s to recognize Berry’s 
contribution in his testimony for the 
court case on 15 June 1971.13 Before 
that, he referred to it as the “comput-
ing machine”14 while the only other 
book providing a two-page description 
of the “Atanasoff-Berry computer” was 
published in 1966.12

This again confirms Atanasoff as 
the sole inventor of electronic digital 
computing concepts and his innova-
tive contributions to the creation of 
modern computers. While Berry had 
proven himself as a gifted young en-
gineer at the time of his graduation in 
the summer of 1939, we have not seen 
published evidence about any con-
tributions by him to the invention of 
electronic digital computing. In one 
of his letters (12 July 1963) to R.K. Rich-
ards,23 Berry mentions September 
1939 as the first month when he was 
fully occupied as a graduate assistant, 
building the frame without any real 
idea about what was going to go in the 
machine. At the same time, in October 
1939, Atanasoff demonstrated the op-
eration of his first partial prototype. 
Even the topic area of Berry’s master’s 
thesis, titled “Design of an Electrical 
Data Recording and Reading Mecha-
nism” (1941), had been provided solely 
by his supervisor.13 Atanasoff and 
Berry worked very closely together 
on the implementation, and existing 
publications are very clear about their 
productive partnership.

Berry quickly developed as one of 
the most forward-looking computer 
designers at that time. Applying his 
skills from the computing machine 
project with Atanasoff in his future 
work, he was initially the project man-
ager of the electronic analog machine 

1937: Atanasoff
invents electronic
digital computing.

1946: Both the AIEE
and the IRE create 
subcommittees 
on computers.

1951: The IRE creates 
the professional 
group on electronic 
computers.

1971: IEEE forms 
the Computer 
Society from its 
Computer Group.

1941: Mauchly 
visits Atanasoff 
to learn about his
project.

1939: Atanasoff
demonstrates
the first partial
prototype at Iowa
state.

1946: ENIAC is 
declassified, and 
its publicity 
begins.

1947: EDVAC is 
declassified, and
parts are shown at
the IRE convention.

1963: The IRE and 
AIEE merge into 
IEEE, creating the 
Computer Group.

1973: Federal court: 
Eckert and Mauchly 
derived the 
electronic digital 
computing 
invention from 
Atanasoff.

FIGURE 1. The main milestones in the first 35 years of electronic digital computing.
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CEC 30-103 15 at the ElectroData part 
of the Consolidated Engineering Cor-
poration (CEC). After ElectroData’s 
acquisition by Burroughs Corporation 
in 1956, Berry led Burroughs into elec-
tronic digital computing.

The list of early commercially avail-
able electronic computers includes 
(in chronological order): CEC 30–103 
(1949), Universal Automatic Computer 
(UNIVAC) I (1951), and IBM 701 (1952). 
Both CEC 30-103 and the later com-
pleted CEC-30-201 (1954) were elec-
tronic analog computers and, there-
fore, relatively small systems while 
UNIVAC I and IBM 701 were electronic 
digital computers.

Of all of the brilliant scientists 
who have shaped t he early 
years of electronic computing, 

Atanasoff was the first one to use dig-
ital electronics to implement arithme-
tic operations.24 About 10 years after 
his revolutionary invention, organized 
technical activities in the field began 
(see Figure 1). The IRE TC on Electronic 
Computers built critical mass from the 
very beginning of its existence, initially 
as a subcommittee. It played a particu-
larly influential role with its very strong 
membership, which included Atana-
soff, Eckert, Stibitz, Weiner, Roches-
ter, Goldstine, Alexander, and others. 
Atanasoff’s design principles prop-
agated via ENIAC and EDVAC (both 
declassified in 1946–1947) to most of the 
commercially available modern com-
puters and remain at the core of elec-
tronic digital computing technologies to 
the present day.

A fully identical reconstruction of 
Atanasoff’s original computing ma-
chine was completed16 and demon-
strated25 in the 1990s. Since 2011, when 
it was moved to the Computer History 
Museum in Mountain View, this recon-
struction has been attracting the wider 
public’s attention.19 
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Autonomous vehicles are 
becoming ubiquitous and  
are having a greater impact 
on our everyday life. A 

dependable and reliable autonomous 
driving system that will not only re­
duce the number of accidents but also 
m i n i m i ze d r iv i ng-related hu ma n 
stress is in demand. However, recent 
fatal accidents due to the application 
of immature and unreliable autono­
mous vehicle software have under­
mined our trust in these systems. In 
response, this theme issue solicits 
original work that makes important 
contributions to ensure the safety, 
security, and reliability of autono­
mous vehicle software.

Below is a summary of the six arti­
cles accepted for this issue.

The first article is “Safety, Complex­
ity, and Automated Driving: Holistic Per­
spectives on Safety Assurance” by Simon 
Burton, John McDermid, Philip Garnet, 
and Rob Weaver. The authors propose 
a framework to identify, analyze, and 
manage factors that impact the safety of 
complex automated driving systems.

The second article, “Blockchain- 
Based Continuous Auditing for Dynamic 
Data Sharing in Autonomous Vehicu­
lar Networks,” emphasizes that cloud 
servers have made it possible to share 
massive data between autonomous 
vehicles to improve the driving experi­
ence and service quality. Data security 
is an important issue that needs to be 
addressed. The authors are Haiyang Yu, 
Shuai Ma, Qi Hu, and Zhen Yang. 

The third article, by Sachin Mot­
wani, Tarun Sharma, and Anubha 
Gupta, is “Ethics in Autonomous Vehi­
cle Software: The Dilemmas.” The ethi­
cal dilemma is a major challenge faced 
by the automobile industry while 
designing safe, secure, and reliable 
software for autonomous vehicles. The 
article presents some novel solutions 
to this problem.

T he fou r t h a r t ic le,  “A n On l i ne  
Multistep-Forward Voltage-Prediction 
Approach Based on an LSTM-TD Model 
KF Algorithm,” is authored by Ye Ni, 
Zhilong Xia, Chunrong Fang, and 
Zhenyu Chen, and Fangtong Zhao. 
Since the existing approaches often 
take too much time to predict the 
remaining voltage for battery man­
agement in electronic vehicles, a mul­
tistep-forward approach combining 
a long short-term memory time dis­
tributed model a nd a K a l ma n f i l­
ter algorithm is recommended for 
time-efficient voltage prediction.

The title of the fifth article is 
“ To w a r d I m pr o v i n g Con f id e nc e 
i n Autonomous Vehicle Software: 
A Study on Traffic Sign Recognition 
Systems,” with Koorosh Aslansefat, 
Sohag Kabir, Amr Abdullatif, Vinod 
Vasudevan Nair, and Yiannis Papa­
dopoulos as the authors. It reviews 
the issue of distributional shift and 
its i mpl icat ions for t he sa fet y of 
learning-based classification tasks in 
autonomous vehicle software. SafeML 
II (an extension of SafeML) using a  
bootstrap-based p-value calculation 

is presented to improve the empirical 
cumulative distribution function- 
based statistical distance measure.

The last article, by Jack Toohey, 
M S Raunak, and Dave Binkley, is 
“From Neuron Coverage to Steering 
Angle: Testing Autonomous Vehicles 
Effectively.” The authors explore the 
use of image transformation to create 
new test images and how these images 
impact the neuron coverage achieved 
by a deep neural network-based system 
for autonomous vehicle operations.

We would like to thank the 
authors of the six articles in 
this issue for sharing their 

knowledge and experiences on how 
to improve the safety, security, and 
reliability of autonomous vehicle soft­
ware. We also thank all of the review­
ers for helping us evaluate the articles 
and selecting those of high quality to 
be included in this theme issue. Special 
appreciation also goes to Dr. Jeffrey 
Voas, editor in chief of Computer, and 
IEEE staff members for their support 
during the preparation of this issue.�
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This special issue is focused on the safety, security, and reliability 

of autonomous vehicle software. Among all of the submissions, 

five articles were accepted covering different topics of the scope.
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This article extends safety assurance approaches for automated 

driving by explicitly acknowledging the complexity of the 

emergent system behavior. We introduce a framework for 

reasoning about factors that contribute to this complexity 

as a means of structuring the interdisciplinary perspectives 

required to achieve an acceptable level of residual risk. 

Human error is by far the greatest contrib-
uting factor to fatal incidents on roads in 
the United Kingom,1 while environmental 
effects (8%) and vehicle defects (2%) play a 

relatively insignificant role in comparison. Automated 
driving systems (ADSs) have the potential to make 
roads significantly safer by optimizing traffic flow, rec-
ognizing and reacting to hazards on the route ahead, 

and limiting the impact of inattentive and unreliable 
human drivers. The first steps on the path to introduc-
ing highly automated driving technologies are already 
underway, with a recent public consultation regard-
ing regulations for automated lane-keeping systems 
(ALKSs) in the United Kingdom2 and Honda announc-
ing limited availability of the technology in its Legend 
vehicles. These systems would control longitudinal 
and lateral movements of the vehicles at relatively low 
speeds, for example, in traffic jam situations on motor-
ways. ALKSs differ from driver assistance systems 
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currently on the market by not requir-
ing continuous attention of the driver 
while operating in the automated 
driving mode.

The authors believe that the intro-
duction of an ADS requires the consid-
eration of safety beyond the traditional 
focus of the engineering community. 
We, therefore, do not restrict our anal-
ysis to technological aspects but con-
sider the role of governance, manage-
ment, operation, and assessment of 
human factors to establish a holistic 
view of safety. In doing so, we explic-
itly acknowledge the emergent com-
plexity of the system and suggest that 
a “vehicle-centric” focus for engi-
neering safe automated driving may 
be inadequate.

As part of a study3 commissioned by 
Engineering X, an initiative coordinated 
by the Royal Academy of Engineering 
and supported by the Lloyd’s Register 
Foundation, the authors were tasked 
with producing a framework (hereafter 
referred to as the safer complex systems 
framework) to provide conceptual clar-
ity around the factors that lead to sys-
temic failures in complex systems that 
have a safety impact.

This article builds on the results of 
the study. The following section dis-
cusses the relation of complexity to the 
safety of autonomous systems. We then 
introduce a framework for identifying 
factors that impact the safety of com-
plex systems. The framework is illus-
trated by using it to model an incident 
involving a prototypical automated 
vehicle and then used to analyze the 
potential risks associated with interac-
tions among systems when deploying 
ALKSs on public roads. Recommenda-
tions for addressing complexity in the 
safety assurance of automated driv-
ing are provided, as are directions 
for future work.

COMPLEXITY AND SAFETY

What is a complex system?
Complex systems theory defines a sys-
tem as complex if some of the behaviors 
of the system are emergent properties 
of the interactions between the parts of 
the system, where the behaviors would 
not be predicted based on knowledge of 
the parts and their interactions alone. 
From the perspective of complexity sci-
ence, there are a number of character-
istics4 that are shared by most, if not 
all, complex systems. These include 
the following, among others:

›› Semipermeable boundaries: The 
boundaries between the system 
and environment are dependent 
on the scope of the system under 
consideration, known as the sys-
tem of interest. This may vary 
depending on the objectives 
of the analysis. For example, if 
focusing on the functional per-
formance of an automated vehi-
cle, the system could be viewed 
as a set of electronic components 
that sense the environment, 
decide on control actions, and 
implement them via actuators. 
However, when considering a 
mobility service as a whole, the 
system includes other traffic 
participants, emergency ser-
vices, and city or highway infra-
structure as well as the impact 
on the use of public transport.5

›› Nonlinearity, mode transitions, and 
tipping points: The system may 
respond in different ways to sim-
ilar inputs depending on its state 
or context. Nonlinear behavior 
can also be caused by coupled 
feedback both within the system 
of interest and between the 
system and its environment. It is 

common to talk about complex 
systems going through criti-
cal transitions, widely referred 
to as tipping points. Tipping 
points can also be transitions 
into unsafe states, and these 
can be emergent properties of 
the system itself. The seemingly 
spontaneous occurrence of traf-
fic jams and stop–start traffic on 
motorways are examples of such 
behavior within traffic systems.

›› Self-organization and ad hoc sys-
tems: Systems can also emerge 
in an ad hoc manner through a 
convergence of parts, perhaps 
by a process of self-organiza-
tion or self-assembly. Here the 
(semipermeable) boundary may 
change as the system evolves. 
The adaption in the behavior of 
human road users in response to 
automated vehicles is an exam-
ple of self-organization, where 
the humans become part of a 
larger ad hoc system. The abil-
ity of traffic to spontaneously 
respond to approaching emer-
gency vehicles, even at complex 
intersections, is an example of 
ad hoc self-organization.

Safety of complex systems
Traditional systems safety engineer-
ing focuses on component faults and 
their interactions with other system 
components and therefore requires 
some model of the system so that these 
interactions can be analyzed. In con-
trast, complex systems can give rise 
to systemic failures that do not neces-
sarily arise from faults in individual 
system parts. This bears a strong and 
deliberate relationship to the defini-
tion of complex systems and the notion 
of emergence. Systemic failures origi-
nate from interactions between parts 
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of the system and interactions with 
or dependencies on the environment 
rather than faulty components, buggy 
software functions, or wear and tear.

The difficulty of arguing the safety of 
an ADS lies in the inherent complexity 
and unpredictability of the ever-chang-
ing environment in which it operates. 
The system observes this complex, unpre-
dictable environment using sensors that 
themselves have inherent inaccuracies 
due to the physical limitations of their 
sensing modalities. This uncertainty 
is countered by using multiple sensor 
types and algorithms that make use of 
heuristics or machine learning to inter-
pret the sensing data. However, these 
algorithms are themselves inherently 
imprecise and introduce an additional 
level of uncertainty.6 

The unpredictable nature of the 
impact of the vehicle’s actions on its 
environment (for example, the reac-
tions of other drivers and road users) 
“closes the loop” to the complex envi-
ronment to be interpreted by the 
vehicle. Thus, implementing an ADS 
brings with it the potential for sys-
temic failures due to the interactions 
between these uncertainties within 
the perception and control cycle. For 
example, could the introduction of an 

ALKS increase the propensity for stop–
start traffic on motorways?

Risk reduction measures or controls to 
reduce the probability of safety-related 
failures can include engineering changes 
at design time or procedures and pro-
cesses implemented during operation. 
Controls can be grouped in broad terms 
into those that enable robustness (that 
is, the ability of a system to cope with 
foreseen events), which we contrast 
with resilience (that is, the ability of a 
system to absorb the unforeseeable and 
remain unchanged).

Both resilience and robustness are 
tools for reducing risk, with resilience 
being more important in dealing with 
the uncertainties arising from com-
plexity. Complexity science uses these 
terms rather differently. For exam-
ple, resilience is used to mean that the 
system returns to its original state or 
maintains its original function. Here, 
resilience might mean that the system 
changes its behavior (or even purpose) 
but continues to operate safely in the 
presence of unforeseen events.

THE SAFER COMPLEX 
SYSTEMS FRAMEWORK
The framework we propose provides a 
structure for reasoning about factors 

that contribute to systemic failures due 
to complexity, and it contextualizes the 
measures and controls to manage risk.

As visualized in Figure 1, the cen-
tral axis of the safer complex systems 
framework shows a flow from the causes 
of system complexity via their conse-
quences to systemic failures. This is 
analogous to the causal relationships 
among faults, erroneous system states, 
and eventual system failures underly-
ing traditional functional safety engi-
neering as promoted by Avizienis et al.7 
However, systemic failures arise out 
of emergent properties of the system 
caused by complexity, not from faults 
in individual system elements. Also, 
the interdependencies between sys-
tem elements as well as the causes and 
consequences of complexity are more 
subtle than a simple cause and effect 
relationship. Therefore, the flow in the 
diagram should not be interpreted as 
deterministic; instead, the consider-
ation of factors and their relationships 
can lead to insights into how systemic 
failures occur.

The emergence of systemic failures 
can be tempered by controls at design 
t i me a nd du r i ng operat ion. T hese 
reduce the likelihood that systemic 
failures arise by either suppressing 
the causes of complexity or by reduc-
ing the likelihood that emergent com-
plexity leads to the failure to maintain 
a system objective. The framework 
also recognizes the exacerbating fac-
tors that can make systemic failure 
more likely by either amplifying the 
consequences of system complexity or 
undermining control measures. The 
inherent uncertainty in our knowl-
edge of the system and its boundaries 
as well as politicized decision making 
are examples of exacerbating factors 
that can increase the consequences of 
complexity or undermine the controls.

FIGURE 1. The safer complex systems framework.
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The relationships between the var-
ious elements of the model provide 
different perspectives on the analysis. 
For example, to identify measures for 
reducing the negative impact of emer-
gent complexity within the system, 
it is important to both understand its 
potential causes as well as its impact 
on the system objectives.

In many cases, the causes of com-
plexity and the controls for managing 
safety are regulatory, organizational, 
or financial instead of—or in addi-
tion to—technical. Furthermore, not 
all systems are explicitly engineered; 
they can also arise from ad hoc interac-
tions between systems or components 
previously considered unrelated. This 
requires radically different viewpoints 
to previously applied safety engineer-
ing and management techniques. The 
framework is intended to address both 
designed and ad hoc systems and con-
siders a system through the lens of the 
following strongly interacting view-
points. These can be seen as layers 
within the overall model, akin to those 
found in Rasmussen’s risk manage-
ment framework.8

›› Governance: This layer consists 
of the incentives and require-
ments for organizations to 
adhere to best practices through 
direct regulation, so-called soft-
law approaches, or a consensus 
in the form of national and inter-
national standards. Through 
these means, governments and 
authorities represent societal 
expectations on the acceptable 
level of residual risk that is to be 
associated with the systems.

›› Management: This layer coordi-
nates the tasks involved in the 
design, operation, and mainte-
nance of the systems, enabling 

risk management and informed 
design tradeoffs across corpo-
rate boundaries, management  
of supply chain dynamics,  
and long-term institutional 
knowledge of long-lived and 
evolving systems.

›› Task and technical: This layer 
covers the technical design and 
safety analysis process that 
allows systems to be deployed 
at an acceptable level of risk 
and are then actively monitored 
to identify deviations between 
what was predicted and what is 

actually happening so that any 
gaps can be identified and rec-
tified. This layer includes both 
the technological components 
and the tasks performed by the 
users, operators, and stake-
holders within a sociotechnical 
context. In some cases, users 
may be unwilling or unknow-
ing participants in the system 
who are nevertheless impacted 
by risk.

While developing the framework, 28 
case studies from a number of domains, 
including aerospace, mobility, health 
care, and supply networks,3 were ana-
lyzed to identify common categories 
of causes, consequences, systemic 

failures, exacerbating factors, and con-
trols across these three layers. This 
resulted in a set of guide words that 
could be used as part of a structured 
analysis performed by interdisciplinary 
experts and can also be based on a spe-
cific investigation of previous system 
failures. The framework is not intended 
to replace existing safety analysis and 
management approaches. Instead, it 
provides an additional perspective to 
allow the perceived system boundaries, 
stakeholders, and influencing factors 
to be called into question, thereby pro-
viding a more robust basis for finding 

the gaps in current safety thinking and 
providing the context for more specific 
safety analyses.

APPLICATION OF THE 
FRAMEWORK
We illustrate the framework by exam-
ining the issues surrounding the intro-
duction of an ADS. For the purposes of 
this article, we understand an ADS as 
a system that takes over control of the 
vehicle while driving under a given 
set of conditions. During this time, 
drivers can direct their attention to 
other pursuits while the system takes 
control of the vehicle. Drivers must be 
available to take over control when the 
boundary of the operational design 
domain (ODD) is met.

THE ADAPTION IN THE BEHAVIOR OF 
HUMAN ROAD USERS IN RESPONSE TO 
AUTOMATED VEHICLES IS AN EXAMPLE 
OF SELF-ORGANIZATION, WHERE THE 
HUMANS BECOME PART OF A LARGER  

AD HOC SYSTEM.
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An essential first step in the analysis 
is to determine an initial scope of the 
system of interest. Note that, as a result 
of the analysis, factors outside of the 
assumed system scope could be deter-
mined to be relevant, leading to a revi-
sion of that scope as part of an iterative 
process. For the purposes of our exam-
ples, the system scope shall be defined 
as follows: traffic infrastructure, traf-
fic participants (both manually driven 
and automatically controlled vehicles), 
emergency services, regulations, and 
responsible authorities.

The next step in the application of 
the framework is to analyze the fac-
tors that lead to (intractable) com-
plexity and, therefore, the potential 
for systemic failures. Our first exam-
ple is a post hoc analysis of a collision 
involving a prototypical ADS-enabled 
vehicle. The description of the colli-
sion summarized in the following is 
based on a U.S. National Transporta-
tion Safety Board accident report and 
recommendations.9

In March 2018, an automated test 
vehicle operated by Uber Advanced 
Technologies Group (Uber ATG) was 
involved in a collision in Tempe, Ari-
zona, that fatally injured a pedestrian 
who was crossing a dual carriageway 
while pushing a bicycle. The circum-
stances surrounding this incident 
highlight many of the risks involved in 
introducing automated driving tech-
nologies as well as the potential for sys-
temic failures at the task and technical, 
management, and governance layers.

An analysis of the vehicle data de
monstrated that the vehicle variously 
misclassified the pedestrian as a vehi-
cle, an unknown object, and a bicycle. 
On each new classification, the object 
trajectory prediction algorithm reset 
and assigned a new classification-de-
pendent trajectory prediction.

At 1.2 s before the impact, the sys-
tem identified an unavoidable collision. 
However, to avoid the consequences of 
false-positive misclassifications, the sys-
tem was designed to suppress any brak-
ing maneuvers in such a case due to the 
assumption that an attentive operator 
would take control. The safety driver was 
viewing content on her mobile phone 
and did not react to prevent the impact 
in time. Furthermore, the emergency 
braking systems preinstalled within the 
vehicle had been deactivated so as not to 
conflict with the prototypical functions 
under test.

The investigation9 identified the 
inattentiveness of the operator as the 
most probable cause of the crash. How-
ever, it also identified a number of addi-
tional contributing factors, including 
inadequate safety risk assessment 
procedures at Uber ATG and ineffec-
tive oversight of the vehicle opera-
tors, including a lack of mechanisms 
for addressing operators’ automation 
complacency. Additional factors were 
identified, included the ambiguous 
nature of the piece of ground separat-
ing the directions of the carriageway, 
which appeared to include pedestrian 
walkways, and ineffective oversight of 
automated vehicle testing by Arizona’s 
Department of Transportation.

The safer complex systems frame-
work is now used to identify the causes, 
consequences, and exacerbating factors 
leading to the collision. The results 
are summarized in Figure  2. The fol-
lowing manifestations of system com-
plexity were identified:

›› Governance: Rapid technological 
change, insufficient awareness 
of the associated risks, and the 
competing objectives of accom-
modating business needs versus 
regulatory responsibilities led 

to a loss of regulatory control at 
the state level and inappropriate 
deployment decisions. This ulti-
mately led to an increased risk to 
other traffic participants and an 
avoidable collision.

›› Management and operation: 
Inadequate engineering and 
release processes, coupled with 
market pressure, a prioritization 
of avoidance of false positives 
versus false negatives, and the 
transfer of responsibility to an 
inadequately trained and super-
vised operator led not only to a 
technically inadequate system 
but also to operational proce-
dures that did not adequately 
account for unanticipated 
classes of risk.

›› Task and technical: The com-
plexity of the environment 
and the behavior of different 
agents within it was underesti-
mated, and emergent behaviors 
related to the interaction of the 
system and (the attentiveness 
of) the safety driver as well as 
of pedestrians and their sur-
roundings were not adequately 
considered. This led to a failure 
of the core driving function 
as well as the primary backup, 
which, in this case, was the 
safety driver.

From this perspective, functional 
insufficiencies of the system at the 
technical level as well as the behav-
ior of the safety driver can be seen as 
emergent properties. They arose, in 
part, from the management and gov-
ernance levels and the apparent failure 
of the duty holders to understand and 
manage the risks associated with oper-
ating such systems. There were insuf-
ficient measures in place to constrain 
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the emergent risk of deploying the 
technical system in its environment. 
This may be, in part, due to a lack of 
understanding (competency gap) of the 
system scope to be considered as well 
as the potential for emergent behav-
iors within the system that included 
the vehicle, driver, pedestrian, and 
road layout as interacting constituent 
parts. The example also demonstrates 
the conflicting pressures to promote 
innovation in technologies such as 
automated driving that have the poten-
tial for improving overall road safety 
while, in parallel, managing the risk 
of integrating such technologies into 
existing traffic systems with an insuf-
ficient understanding of the emer-
gent behaviors.

Consequences for the deployment 
of ALKSs on public roads
In this section, we apply the safer com-
plex systems framework to a discussion 

of the risks associated with the deploy-
ment of ALKSs2 onto public roads in the 
United Kingdom. While representing 
only a limited scope of ADS function-
ality, the analysis nevertheless high-
lights the potential risks if a holistic 
approach is not applied. The analysis 
was based on a review of regulations,2 
standards,10 publicly available specifi-
cations,11 and lessons learned from 
previous incidents.9 The set of guide 
words identified when developing the 
framework was applied to identify the 
risk factors and allocate them within 
the framework to better understand 
their impact and interrelationships. 

The analysis resulted in the identi-
fication of a number of themes where dis-
tinct relationships were found within 
the various components of the frame-
work. These included the difficulty in 
defining a tolerable level of residual risk 
and liability for the systems, the issue 
of calibrated trust12 and automation 

complacency, an appropriate definition 
of the ODD, risk transference between 
different stakeholders, and the interac-
tion with existing traffic systems.

Figure 3 shows the causes of (unsafe) 
complexity arising from multiple juris-
dictions, semipermeable system bound-
aries, and the heterogeneity and inter-
connectivity of the safety of ALKSs. 
At t he governance level, multiple 
jurisdictions refer to the regulations 
for smart motorways and the ALKS 
itself. At its simplest, smart motorway 
rules mean that vehicles should not 
travel in lanes when a red X is shown 
and should move into other lanes; the 
ALKS regulations do not address such 
signs and do not require that vehicles 
are able to change lanes. A systemic 
failure that can be linked directly to 
this is the lack of a clear allocation 
of liability.

A further example of problems is the 
likely heterogeneity and interconnectivity 

FIGURE 2. An analysis of the factors contributing to the Uber Tempe fatality.

Exacerbating Factors
Politicized Decision Making, Casualization of Labor/Gig Economy and Use of Nonspecialists as Safety Drivers, Oversight of Automated
Systems and Automation Complacency, Unproven Technical Concepts With Fundamental Insufficiencies, Improbable Events

Causes

Accommodation of Business
Needs Versus Safety Regulations

Lack of Safety Regulations and
Standards for Automated Driving

Lack of Effective Safety Culture

Safety Management System

Redundant Technical Systems Human Supervision

Regular Test of Operator Effectiveness

Governance Layer Management Layer Task and Technical Layer

Situation Not Foreseen in
Specification or System Design

Loss of Concentration and Lack
of Awareness in Operator

Design-Time Controls (Ineffective)

Failure to Regulate Accountability
for Safety of Automated Driving

Inadequate Processes for
Engineering and Operator Oversight

Failure of System to Detect
Pedestrian, Leading to Collision

Operator Failed to Detect
System Failure

Operation-Time Controls (Ineffective)

Incentive Schemes Rewarded
Nonintervention of Operator

Complex and Unpredictable
Actions of Pedestrians

Mentally Unstimulating but
Critical System Supervision Task

Consequences Systemic Failures
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between vehicles fitted with ALKSs giv-
ing rise to emergent properties so that 
the behavior of the system-of-systems 
is no longer predictable—particularly 
if we consider how manually driven 
vehicles might behave if they see an 
ALKS-fitted vehicle proceed past an 
X. A design-time control to address 
this and the previously mentioned 
governance-level issue would involve 
refining the ALKS regulations to con-
sider smart motorway infrastructure 
and to ensure consistency of behav-
ior between different manufacturers’ 
vehicles. This may well require addi-
tional detail to be added to the regula-
tions and associated testing regimes.

A related operation-time control 
would be to enable the infrastructure 
to “orchestrate” the behavior of the 
ALKS-equipped vehicles, for example, 
to ensure that they all move in the same 
direction when approaching a lane with 
an X. Such orchestration could also deal 
with the interaction between ALKSs 
and emergency services by, for exam-
ple, forcing the ALKS-equipped vehicles 
to create an “extra lane” by moving in 
opposing directions and thus allowing 
emergency vehicles through.

Thus, greater interconnectivity is 
likely to be needed to enable the safe 
introduction of ALKSs. However, this 
will inevitably lead to additional emer-
gent properties, including issues of 
cybersecurity and a consequential inter-
play between safety and security. To 
address such changes necessitates fur-
ther iterations and thinking through 
the impact of the changes, including the 
possibility of cybersecurity weaknesses 
introducing common-mode failures.

Due to the rapid technological 
changes driving the transformation of 
the mobility sector, it is not feasible 
to expect that traditional approaches 
to standards development will keep 

pace with the rate of change. There-
fore, outcome-based safety regulations 
that stipulate requirements on what 
to argue instead of how to argue need 
to be developed; we should take a sys-
tems-oriented view, with additional 
focus on arguing the effectiveness of 
controls for reducing risk due to sys-
tem complexity. 

Published standards and regulations 
should be supported by publicly avail-
able specifications that provide more 
specific guidance and document the 
current industry consensus on topics 
such as assurance activities for machine 
learning in an automated driving con-
text. These specifications can be devel-
oped in a more agile manner than full 
standards and can therefore be contin-
uously updated to reflect the state of 
the art. ISO/TR 480411 and UL 460010 
are two such recent examples. How-
ever, these publications do not reflect 
the complexity of the deployment chal-
lenges in considering complexities 
across the governance, management, 
and task and technical layers.

A consensus on safety targets for 
automated driving must be actively 
developed with a diverse range of 
stakeholder perspectives going beyond 
just manufacturers and technical 
approval authorities. This should con-
sider both quantitative targets (for 
example, based on road safety statis-
tics) as well as qualitative measures 
(based on engineering practices and 
operation-time controls) for achiev-
ing acceptable levels of residual risk. 
This will require cross-disciplinary 
dialog involving not only technical but 
also legal and ethics experts.13 Wider 
engagement with the public in gen-
eral is also required to consider the 
perspectives of those most impacted 
by risk and to gain an understanding 
of the expectations and assumptions 

made on the systems by the users. This 
is required to reach a level of trust and 
acceptance of the systems, without 
which the safety benefits of increased 
automation will not be realized.

Consequences for safety 
assurance of automated driving
The manifestations of complexity 
described in previous sections intro-
duce uncertainty across the entire 
assurance process; models of the ODD 
used to design and validate the system 
are inevitably incomplete and impre-
cise due to the complexity of the envi-
ronment; technology used within the 
systems both in terms of the sensors 
and actuators as well as the algorithms 
themselves are inherently imprecise (for 
example, based on the use of machine 
learning). Furthermore, due to a lack 
of clear definitions of safety targets 
and the lack of established best prac-
tices, the assurance case itself may 
suffer from assurance gaps, leading 
to inconclusive arguments. This sec-
tion describes how complexity should 
be considered within all of the phases 
of the safety management processes 
and proposes the means for arguing 
that the residual risk of such systems 
is nevertheless tolerable.

Domain analysis helps us develop 
an understanding of the safety-rel-
evant properties that must be main-
tained within the chosen operating 
environment. In addition to proper-
ties of the ODD itself, which are criti-
cal for ensuring the performance 
of perception and control functions, 
this phase must also ensure a suffi-
cient understanding of the societal 
and legal expectations on the system. 
This analysis must take place within 
an assumed scope of the system under 
consideration and its interactions with 
its environment. This system scope 
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shall be continuously validated and 
adjusted to ensure that critical inter-
actions are considered in the safety 
assurance approach.

The system design refines the expec-
tations on t he system discovered 
during the domain analysis into the 
technical requirements on the system 
and identifies a system design capable 
of supporting the system’s safety goals. 
The safer complex systems framework 
can provide indicators related to the 
risk associated with the complexity of 
the system and its context, operation, 
and interaction with human actors that 
should be considered during detailed 
safety analyses.

Causal approaches to safety analysis 
such as fault tree analysis14 are based 
on a model7 of how faults in individual 
system components cause an errone-
ous system state (error) that may subse-
quently lead to a failure of the system’s 
service as perceived by its users. How-
ever, one of the consequences of com-
plexity is the presence of unknown and 
unknowable faults and causes of sys-
temic failures as well as a high level of 
interconnectivity and nonlinear inter-
actions. There is also a need to be able to 
model the impact of uncertainties both 
in the environment as well as in the 
internal behavior of the system.15 

System theoretic approaches such 
as those recommended by Rasmus-
sen,8 Leveson’s system theoretic accident 

methods and processes (STAMP)/
system theoretic process analysis,16 
and Hollnagel’s functional resonance 
analysis method (FRAM)17 take a more 
holistic view of risk factors within a 
system across the technical, manage-
ment, and governance layers. Monk-
house et al.18 recently proposed an 
enhanced vehicle control model that 
considers the shared cognitive nature 
of the driving task for driver assis-
tance systems with limited autonomy. 
This approach allows for the sub-
tle interactions between the task 
(human-controlled activities) and 
technical (system-controlled) activi-
ties within our framework to be more 

systematically analyzed, for example, 
by extending STAMP16 or FRAM17 type 
methods. We see these safety analysis 
methods as strongly complementary 
and believe our framework can pro-
vide important additional inputs to 
these analyses.

An analysis of the complexity factors 
that could lead to systemic failures can 
provide information for verification 
and validation by determining the sets 
of assumptions that must be confirmed 
and the specific properties that must be 
validated during field tests and opera-
tion. Relating back to the Uber ATG col-
lision described previously, this could 
include the validation of assumptions 
made regarding the performance of the 
safety driver or about the behavior and 

occurrence probabilities of pedestrians 
on certain types of roads.

Statistical arguments based on miles 
driven between incidents during field-based 
tests become both unfeasible and ineffec-
tive due to the effort required to collect 
the data and the difficulty in ensuring 
sufficient coverage of edge cases and 
critical situations. The increase in the 
use of simulations during the design 
and validation of the systems allows for 
more targeted testing of critical and rare 
situations. However, such approaches 
require additional arguments regarding 
accuracy and the ability to extrapolate 
the results of the simulation into the tar-
get domain.

We consider that the greatest benefit 
of explicitly considering complexity fac-
tors lies in the formulation of the assur-
ance case19 and, more specifically, the 
reduction of assurance gaps. Application 
of the safer complex systems framework 
can lead to an assurance case that better 
reflects the actual system context and 
risks associated with the system and its 
operating context. This could be achieved 
by integrating the consideration of com-
plexity factors throughout the claims and 
evidence provided in the assurance or by 
formulating specific claims and targeted 
evidence focusing on the causes of sys-
temic failures in the system.

The safety assurance of automo-
tive systems currently places a strong 
focus on design-time controls and type 
approval. However, as the complexity 
and scope of the systems increase, and 
with it the sensitivity to an ever-evolv-
ing environment, it is unrealistic to 
believe that an adequate level of safety 
can both be achieved before the sys-
tem is deployed and then maintained 
over the vehicle’s lifetime—without 
ongoing controls and the potential for 
updates to the system. Operation-time 
measures are required for ensuring 

THE INCREASE IN THE USE OF 
SIMULATIONS DURING THE DESIGN AND 
VALIDATION OF THE SYSTEMS ALLOWS 

FOR MORE TARGETED TESTING OF 
CRITICAL AND RARE SITUATIONS.



	 A U G U S T  2 0 2 1 � 31

the safety of the systems, including the 
measurement of critical observation 
points within the system (the leading 
indicators of systemic failures) as well 
as whether assumptions made regard-
ing the ODD (and, therefore, the vali-
dation approach) continue to hold. The 
assurance case for the system should 
be continuously evaluated and refined 
based on experiences in the field and 
changing expectations on the system. 
This holds true for automated driving 
applications but also for connected 
traffic infrastructure in general.

A ssuring the safety of auton-
omous vehicles is a complex 
endeavor, and the deployment 

of automated vehicles within a public 
traffic infrastructure must be recog-
nized as a complex system. By this, we 
do not only mean that it is technically 
difficult or involves many resource-in-
tensive tasks that must somehow be 
managed within feasible economic 
constraints. Both are true. More than 
that, autonomous vehicles and their 
wider sociotechnical context demon-
strate characteristics of complex sys-
tems in the stricter sense of the term. 
This has a huge impact on our ability to 
argue the safety of such systems.

This article proposes a framework 
by which the factors that impact the 
complexity of a system, thus leading to 
systemic safety failures, can be identi-
fied and used to inform a safety assur-
ance process. We conclude from the 
analyses described in this article that 
ensuring and demonstrating the safety 
of ADSs requires a more comprehen-
sive and holistic view of safety than for 
previous generations of vehicle elec-
tronic control systems. A systems-oriented 
approach that acknowledges complex-
ity and includes coordinated measures 

across the governance, management, 
and task and technical layers is required 
to reach an adequate level of safety for 
ADSs. This will require closer collabora-
tion between automotive manufactur-
ers and suppliers, communications, and 
highway or city infrastructure as well as 
a better understanding of dependencies 
across the three layers and stakeholders 
within the framework, which includes 
the role of the general public.

The safer complex systems frame-
work, at this stage in its development, 
seeks to provide an accessible overview 
of the factors that influence the safety 

of complex systems. As presented, the 
framework indicates only the high-
est-level dependencies between the ele-
ments of the framework. Further work 
will involve enriching the framework 
by integrating various safety analysis 
methods as well as domain-specific 
risk models to allow the framework to 
be integrated into safety analysis and 
management during system design. 
Work is also ongoing to validate the 
framework in other domains, includ-
ing urban air mobility and health care.

Most significantly, though, the authors 
see the strongest need in establishing a 
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systems-thinking mindset that acknowl-
edges complexity and uncertainty and 
provides an approach for handling 
both—particularly at the governance 
and management layers as it is ulti-
mately here where the levers are most 
effective in ensuring that our traffic 
systems remain safe and become even 
safer through the introduction of auton-
omous technologies. The work of Buckle, 
which argues that for these approaches 
to become embedded in practice, we 
may need to apply maturity models for 
systems thinking, presents one possibly 
promising starting point.20 
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COVER FEATURE SAFETY, SECURITY, AND RELIABILITY OF AUTONOMOUS 
VEHICLE SOFTWARE

Haiyang Yu, Shuai Ma, Qi Hu, and Zhen Yang, Beijing University of Technology

With the rapid development of intelligent transportation, massive 

data are generated by autonomous vehicle systems and shared 

among vehicles through cloud servers to improve the driving 

experience and service quality. However, cloud servers cannot be 

fully trusted and may lead to serious data security challenges. 

The recent advances in artificial intelligence and 
automobile technologies are promoting the 
accelerated development of autonomous vehi-
cles, which have great potential to enable fully 

automated intelligent transportation systems and play a 
vital role in our future society.1 Autonomous vehicles are 
expected to bring a number of benefits, such as improved 
travel experience, reduced traffic congestion, increased 
safety, energy conservation, and pollution reduction.2 To 
achieve these goals, a large amount of data (for example, 
traffic data, vehicle information, weather conditions, 
and so on) generated by autonomous driving systems 

should be shared and exploited to enhance self-driving 
performance. For instance, autonomous vehicles hav-
ing the same destination can share traffic information 
to avoid traffic congestion or potential car accidents. As 
a consequence, data sharing in autonomous vehicular 
networks (AVNs) is becoming increasingly important.

In practice, an autonomous vehicle can generate up 
to 1 GB of data/s from cameras, radar, GPS, and so forth.3 
However, due to resource constraints, autonomous vehi-
cles cannot support massive data storage and large-scale 
data sharing. To address this challenge, autonomous 
vehicles are allowed to outsource shared information 
to the cloud, as shown in Figure 1. Unfortunately, once 
data are outsourced, they will no longer be physically 
controlled by autonomous vehicles. Consequently, other 
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autonomous vehicles cannot know 
whether the shared data that they fre-
quently accessed from the cloud are 
intact or corrupted. On the other hand, 
cloud service providers (CSPs) are not 
always as secure and reliable as they 
claim to be. Incidents of outages and 
security breaches of noteworthy cloud 
services happen from time to time,4 
putting shared data as well as self-driv-
ing cars themselves at risk in the fol-
lowing ways. First, as all autonomous 
vehicles are connected to the cloud, an 
untrusted CSP can easily deceive thou-
sands of autonomous vehicles and take 
control of them by tampering with the 
data shared with them. Second, when 
a CSP is hacked or controlled by mali-
cious hackers, the data or programs 
can be forged maliciously, which gives 
rise to more serious consequences. For 
instance, hackers can easily make an 

autonomous vehicle deviate from its 
current route to cause a car accident 
by simply forging its navigational data 
in the cloud. They can even fully con-
trol a self-driving car by putting their 
own hijacked program into the system 
via over-the-air electronic communi-
cations. Therefore, how best to con-
tinuously check cloud data shared in 
the AVN to ensure shared data integ-
rity over the whole storage period has 
become an increasingly important and 
challenging task.

There are a number of approaches5–7 
that deal with the data integrity 
problem in the cloud. However, the 
e x i s t i ng schemes need f requent 
communication and thus incur per-
formance problems in AVNs. First, 
autonomous vehicles need to face all 
kinds of environments when oper-
ating outside. There is no strong 

guarantee that a signal can be found 
anywhere on the road. Thus, it is dif-
ficult for autonomous vehicles to stay 
connected with the cloud all of the 
time. Second, an AVN is connected 
with billions of smart vehicles, road-
side units (RSUs), controllers, and so 
on. Frequent auditing requests will 
easily drain their communication and 
computation resources, or even power 
resources. Therefore, a lightweight 
approach has to be investigated in 
AVNs, which should reduce the com-
munication load and CPU compu-
tation of autonomous vehicles for 
auditing other vehicles’ data.

Another major concern in contin-
uous auditing is data dynamics. As 
vehicular data (such as GPS, veloc-
ity, road congestion, and so forth) 
often change, they will be frequently 
updated by autonomous vehicle sys-
tems. As a result, the lightweight audit-
ing approach designed in this article 
should also support data dynamics.

In this article, we use the sampling 
strategy and trapdoor delay function 
(TDF) to build a lightweight continu-
ous auditing approach for shared data 
in AVNs and adopt chameleon hash 
functions to support data dynamics. 
Both the preprocessing and verifica-
tion costs in the proposed scheme can 
be reduced. Furthermore, we consider 
leveraging the blockchain technology 
to optimize the construction. Block-
chain is featured with tamper-proof-
ing, collaborative maintenance, and 
smart contracts. The blockchain can 
be naturally embedded into AVN infra-
structures and maintained by all of 
the RSU nodes. In this way, no autono-
mous vehicle needs to audit the shared 
data by itself. Instead, the smart con-
tracts are responsible for automati-
cally auditing the shared data. As a 
result, the autonomous vehicle can 

FIGURE 1. The framework of the cloud-based AVN. RSU: roadside unit; V2I: vehicle to 
infrastructure; V2V: vehicle to vehicle.

Cloud Platform

RSU

V2I

V2V

Gateway



	 A U G U S T  2 0 2 1 � 35

directly retrieve the auditing results 
calculated by the smart contracts from 
the blockchain.

Our contributions in this article 
can be summarized as follows.

›› We exploit the sampling strategy 
together with the TDF and pro-
pose a blockchain-based contin-
uous auditing scheme for shared 
data in AVNs. The proposed 
scheme is lightweight in terms 
of both its communication and 
computation performance.

›› We further integrate our audit-
ing approach with the chame-
leon hash function to support 
data dynamics, which allows 
the shared data to be updated 
during auditing.

›› We provide a comprehensive 
performance analysis of our 
approach. Extensive experiments 
demonstrate that our scheme is 
more efficient and practical than 
the state-of-the-art ones.

RELATED WORK
Ateniese et al.8 first put forward the 
concept of data integrity auditing for 
remote servers, which is named prov-
able data possession. Juels and Kalisk9 
introduced a similar idea called proof 
of retrievability (PoR), which verifies 
cloud data integrity while retrieving 
corrupted files.

To improve the efficiency of data 
integrity auditing, Wang et al.5 pro-
posed an identity-based, public-prov-
able data-possession scheme to elimi-
nate complex certificate management 
from public key infrastructure. Abdal-
lah et al.10 presented a l ight weight 
message authentication scheme for 
ve h ic le-to -g r id con nec t ion. Si m-
i larly, Lin et al.11 proposed an efficient 

message authentication scheme for 
vehicular ad hoc networks to ensure 
data integrity and authenticity, which 
reduced the authentication overhead 
on individual vehicles. However, these 
two schemes focused only on improv-
ing the performance of the authenti-
cation of transmitted data rather than 
cloud data.

As blockchain features tamper- 
proofing, researchers have attempted 
to integrate it into cloud-auditing 
schemes. Yue et al.12 proposed a decen-
tralized auditing scheme that stores the 
root of  a Merkle hash tree in the block-

chain. This scheme, however, was inef-
ficient in the big data scenario as the tree 
root needed to be uploaded to the block-
chain frequently when the data update 
occurred. Wang et al.13 integrated block-
chain to build a decentralized auditing 
framework in which blockchain nodes 
were responsible for auditing. This 
scheme solved the trust problem with 
the third-party auditor but did not con-
sider the use of blockchain storage to 
further exploit blockchain. Xu et al.14 
and Wang et al.15 considered storing 
metadata in the blockchain to protect 
the integrity of metadata and thus indi-
rectly ensured the integrity of the corre-
sponding data blocks. However, storing 
the metadata of all the data blocks made 
these solutions impractical in a big data 
scenario. Chen et al.16 proposed a block-
chain-based provable data-possession 

scheme for smart cities, which builds 
a decentralized auditing framework 
and supports dynamic auditing. Exist-
ing blockchain-based cloud-auditing 
schemes can fulfill the demand of val-
idating cloud data integrity. However, 
all of these schemes inherently require 
interaction among data users and the 
cloud, which poses extra communica-
tion overhead for autonomous vehicles 
when applied to an AVN.

To frequently check the integrity 
and availability of data in remote stor-
age, continuous auditing is proposed 
by Ateniese et al.17 Their scheme is 

efficient in a static AVN due to low 
communication cost and simple veri-
fication. However, this scheme is not 
practical in a dynamic AVN that is full 
of shared data because of its ineffi-
ciency in supporting data dynamics. In 
AVNs, because data are frequently col-
lected, updated, and shared with other 
autonomous vehicles, dynamic updat-
ing in continuous auditing should 
be efficient.

Motivation
Existing blockchain-based cloud-au-
diting schemes can fulfill the demand 
for validating cloud data integrity. 
However, all of these schemes inher-
ently require interaction among data 
users and the cloud, which poses extra 
communication overhead for autono-
mous vehicles when applied to an AVN.

AS BLOCKCHAIN FEATURES TAMPER-
PROOFING, RESEARCHERS HAVE 

ATTEMPTED TO INTEGRATE IT INTO 
CLOUD-AUDITING SCHEMES.



36	 C O M P U T E R   � W W W . C O M P U T E R . O R G / C O M P U T E R

SAFETY, SECURITY, AND RELIABILITY OF AUTONOMOUS VEHICLE SOFTWARE

To frequently check the integrity 
and availability of data in remote stor-
age, continuous auditing is proposed 
by Ateniese et al.17 Their scheme is 
efficient in a static AVN due to low 
communication cost and simple veri-
fication. However, this scheme is not 
practical in a dynamic AVN that is full 
of shared data because of its heavy 
setup load and because it does not sup-
port data dynamics. In an AVN, data 
are frequently collected, updated, and 
shared with other autonomous vehi-
cles, thus, both dynamic updating and 
preprocessing algorithms in continu-
ous auditing should be efficient.

To deal with the aforementioned 
problems, in this article, we aim to 
investigate a lightweight approach 
as well as to suppor t data dynam-
ics in an AVN. The most challenging 
par t is how to update shared data 
while not recalculating all the prepro-
cessed tags stored in the cloud. This is 
because the tag computation process 
is sequentially executed, and thus, 
updating any file will affect the out-
put of each round as well as the final 
output of the tag.

PROBLEM STATEMENT

System architecture
The system architecture depicted in 
Figure 2 consists of four types of enti-
ties: autonomous vehicles (data own-
ers and data users), RSUs, the cloud, 
and blockchain.

›› Autonomous vehicles 
● � Data owner: A data owner is an 

autonomous vehicle that shares 
a large amount of local data 
with other autonomous vehicles 
via the cloud. It will frequently 
collect and upload dynamic 
shared data to the cloud.

● � Data user: A data user is a 
smart vehicle that wants to 
use shared cloud data for 
improving self-driving capa-
bility. Shared data should be 
checked first before the data 
user uses it.

›› RSU: An RSU is responsible for 
communicating with autono-
mous vehicles and connecting 
with other RSUs to construct a 
blockchain network.

›› Cloud: The cloud allows auton-
omous vehicles to store data in 
cloud servers and share data 
with other autonomous vehicles 
via cloud storage.

›› Blockchain: The blockchain is 
maintained by RSUs and stores 
the storage proofs generated by 
the cloud. The smart contract 
in the blockchain can perform 
auditing verification on behalf 
of autonomous vehicles.

Algorithm formulation
The proposed scheme involves six algo-
rithms, namely, Setup, Store, Challenge, 
Prove, Verify, and Update.

›› Setup(λ, t, T) is run by a data 
owner, which takes a security 
parameter λ, auditing frequency 
t and storage time period T as 
input, and outputs a public-pri-
vate key pair (pk, sk) and public 
parameters pm.

›› Store(sk, {F}) is run by the data 
owner, which takes as input a 
secret key sk and a file set {F}, 
and computes a tag set Σ.

FIGURE 2. The system architecture of continuous auditing for shared data in the AVN.
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›› Challenge(pm) is run by the data 
owner. It takes as input the pub-
lic parameters pm, generates a 
challenge c and a timer.

›› Prove(Σ, {F}, c) is run by the cloud 
storage provider, which takes 
the tag set Σ, the file set {F} and 
the challenge c as input, and 
outputs the proof pf of the whole 
storage period and submits it to 
the blockchain immediately.

›› Verify(pk, Σ, pf, c, timer) is the 
verification algorithm, which 
takes as input the public key pk, 
the tag set Σ, the proof pf, the 
challenge c and the timer, out-
puts a bit b ∈ (0, 1) as the verifica-
tion result.

›› Update(sk, F*) is run by the data 
owner, which inputs a secret key 
sk and an updated file F*, and 
outputs a new tag set .u

*Σ

PRELIMINARIES

TDF
A TDF is a function that cannot be eval-
uated in less than a prescribed amount 
of time even when using multiple pro-
cessors and parallelism. However, eval-
uating the function with a secret trap-
door can greatly reduce the time delay.

A TDF F X Y: →  is a scheme consist-
ing of the following three algorithms:

›› TDF Setup s. ( , )λ  is a randomized 
algorithm that takes as input a 
security parameter λ and a delay 
parameter s, and outputs public 
parameters pp and a trapdoor tr. 
The delay parameter s is subex-
ponential in λ.

›› TDF.Eval(pp, x) takes as input  x ∈ 
X and outputs y ∈ Y.

›› TDF TrapEval pp tr x. ( , , )  takes as 
input x and a trapdoor tr, outputs 
y ∈ Y.

The TDF can be easily instantiated 
via the Rivest–Shamir–Adleman trap-
door, as described by Wesolowski.18

Chameleon hash function
The chameleon hash function is a hash 
function in which the owner of the 
trapdoor keys can easily find collisions 
in the domain. Let p, q be prime such 
that p = 2q + 1, and let g be a generator 
for the subgroup of quadratic residues 
QRp of Zp

*. A chameleon hash function 
consists of three algorithms: HGen, 
Hash, and HCol.19 

›› y x HGen( , ) (1 ):k←  The trap-
door key is a random value 
x q[1, 1],∈ −  and the hash key hk 
is equal to y = gx.

›› h Hash y m r s( , , , ):←  To hash a 
message m ∈ 0, 1*, pick ran-
dom r, s ← Zq, and return h = 
r − (yH(m || r) · gs mod p) mod q 
where  H : {0, 1}* → Zq is a stan-
dard-collision resistant hash 
function.

›› r s HCol x h m r s m( , ) ( ,( , , , ), ):′ ′ ← ′  To 
compute a collision for message 
m ,′  pick a random k q[1, 1]∈ −  
and compute r h g( k′ = +  mod p)  
mod q and s k H m r x( || )·′ = − ′ ′  
mod q. Return r s( , ).′ ′

PoR
PoR can provide the abilities of both 
data integrity checking and data re
covery. In our scheme, we use only the 
PoR for data integrity checking and do 
not refer to data recovery. The typical 
construction of PoR can be adapted 
from Juels and Kaliski Jr.9 Formally, 
a PoR scheme can be formulated as 
five algorithms:

›› PoR KeyGen. ( ):λ  Taking as input 
the security parameter λ, the 
KeyGen algorithm randomly 

chooses a public-private key pair 
(pk, sk).

›› PoR Store sk D. ( , ):  Taking as input a 
secret key sk and a file D ∈ (0, 1)*,  
the Store algorithm computes 
the PoR tag tg for the file D.

›› PoR Chal sk state. ( , ):  The Chal algo-
rithm takes as input the private 
key sk and the state, and outputs 
a challenge c.

›› PoR P c pk tg D. ( , , , ):  Given the 
challenge c, the public key pk, 
the file tag tg, and the file D, 
the algorithm computes the 
response proof p for further 
verification.

›› PoR V p pk c tg. ( , , , ):  Given the 
response proof p, the public key 
pk, the challenge c, and the file 
tag tg, the algorithm outputs 1 if 
the proof p is valid, otherwise it 
outputs 0.

PROPOSED SCHEME

Overview
Here we present the concrete construc-
tion of dynamic continuous auditing 
schemes. By using the TDF, the cloud 
in our approach can continuously gen-
erate storage proofs without commu-
nicating with the auditor. Besides, ver-
ification only requires the calculation 
of one hash function. We also integrate 
the sampling strategy to relieve the 
computation burden on autonomous 
vehicles for preprocessing the shared 
data. Instead of computing all the files, 
only the randomly challenged file will 
be calculated in each time slot to gen-
erate the corresponding tag.

To support dynamic auditing, the 
chameleon hash function is adopted 
in our approach, which ensures that 
updating any challenged file will not 
result in the recalculation of the cor-
responding tag. The chameleon hash 
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function is used to make sure its out-
put (the challenge parameter) remains 
constant. Furthermore, we use the 
collision-generation algorithm of the 
chameleon hash function to update 
parameters in all the time slots for 
privacy concerns. In this way, the 
cloud cannot distinguish the differ-
ence among different time slots and 
thereby cannot know the information 
of the challenged set.

Detailed construction
The proposed approach includes six 
algorithms, namely, Setup, Store, Chal-
lenge, Prove, Verify, and Update.

Setup: T and t∆  denote the storage 
period and the time slot, respectively. 
t is the auditing frequency so that 

t t| | .∆ =  The data owner generates a 
public-private key pair (pk, sk) and a 
pseudorandom permutation (PRP). It 

also generates the key pair (hpk, hsk) 
for the chameleon hash function by 
performing HGen(1k) The number of 
the checking round is f = T/t and the 
TDF delay time is dt < t − 2δT, where 
δ is a public parameter in a TDF of δ–
evaluation time and 0 < δ % 1. The 
data owner generates the TDF parame-
ter TDF.pp. as well as the trapdoor TDF.
tr. The data owner uses the symmetric 
encryption function Enc.sk with secret 
key sk. The public information is the 
public keys (pk, hpk) and public param-
eters pm T t dt f TDF pp( , , , , . ),=  and the 
secret information is the private keys 
(sk, hsk) and trapdoor TDF.tr.

Store:  T he d at a ow ner ra ndom ly 
chooses the file to be checked in each 
time slot and generates the tag set for 
future auditing. It follows Algorithm  1 
to generate the tag set Σ. Generally, 
the data owner should first compute 
PoR tags for each file and then sequen-
tially perform the sampling process, 
PoR.P and TDF.TrapEval functions in 
each time slot to generate the verifica-
tion tag.

Challenge: The data owner maintains 
a state i ∈ [1, l] For each state i < l, it 
sends the challenge ci to a nearby RSU. 
The RSU transmits the challenge ci to 
the cloud and sets its timer to 0. It also 
submits the current time stamp to the 
blockchain as a part of the proof.

Prove: When receiving the challenge 
ci, the cloud performs Algorithm 2 to 
generate the storage proof pf by using 
the challenge ci as well as the file set 
{F} and the tag set Σ. In short, the cloud 
sequentially executes the same sam-
pling process, PoR and TDF function as 
in the Store algorithm, except for the 
TDF trapdoor. The cloud does not need 
communication and can continuously 

ALGORITHM 1: CBDIC.STORE: THE FILE-STORING ALGORITHM.

   �  Input: �The file set {F}, the key pair (pk, sk), checking round f, chameleon 
hash key pair (hpk, hsk), and auditing times l

   �  Output: The tag set Σ.
    1  for i = 1 to n do
    2          σ′i ← PoR.Store(sk, Fi);
    3  end
    4  for i = 1 to l do
    5          ci, 1 ← PoR.Chal(sk, σ′i);
    6          for j = 1 to f do
    7        idij ← PRP(ciJ);
    8        vij ← PoR.P(pk, cij, Fidij

, σ′idij
);

     9        if j == f then
10            break;
11        end
12        uij = H(vij);
13        qij ← TDF.TrapEval(pp, tr, uij);
14        rij, sij ← Zq

*;
15        ci, j + 1 ← CH(hpk, qij, rij, sij);
16          end
17          hidi = H(idi, 1, , idi, f);
18          ci = H(ci, 1, , ci, f);
19          qi = H(qi, 1, , qi, f);
20          ri = H(ri, 1, , ri, f);
21          si = H(si, 1, , si, f);
22          σ i = H(hidi, ci, qi, ri, si);
23  end
24  C = Enc.sk(c1, , cl);
25  R = {rij}i ∈ [1, l], j ∈ [1, f];
26  S = {sij}i ∈ [1, l], j ∈ [1, f];
27  Σ = (C, R, S, {σ′i}, σ1, , σ l);
28  return Σ;
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generate a part of the proof  (hidij, cij, qij, 
rij, sij) for each time slot ∆tij.

Verify: When receiving the storage 
proof pf, the RSU first checks the timer. 
If the time length is larger than (1 + δ)T 
or less than T, the data owner will output 
0. Otherwise, for the current state i, the 
RSU invokes the auditing contract and 
the smart contract checks whether σi = 
H(pf). If the equation holds, the auditing 
contract outputs 1, otherwise it outputs 
0. The data owner can access the audit-
ing result in the auditing contract.

Update: The data owner updates a file 
F to F* and then generates new tag set 
Σu

* by performing Algorithm  3. For 
the challenged file, it should first per-
form the sampling strategy, PoR and 
TDF functions in sequence, and then 
update rij

* , sij
*  with the new qij

*  For other 
files, the data owner need only update 
rij

*, sij
*  with the original qij. In the end, 

the updated file F* and tag set Σu
* will 

be transferred to the cloud and used to 
replace the original file and tag.

Discussion
As TDFs are time consuming and chained 
together, the cloud cannot precompute 
all of the intermediate parameters {qij} 
in advance. Moreover, if one file is cor-
rupted, the final hash result of the storage 
proof pf must be different from the tag σi. 
Therefore, by providing a valid storage 
proof pf, the cloud can prove that it has 
sequentially executed the algorithm 
and continuously stored the shared data. 
An autonomous vehicle (a data owner or 
a data user) can make sure that the data 
shared via the cloud are continuously 
intact and available and that the data 
have never been replaced or modified by 
any adversaries for malicious purposes. 

In the dynamic setting, to audit 
updated files, the corresponding tag 

set Σ should also be updated. How-
ever, recalculating each tag σi involves 
a lot of TDF computations. Although 
trapdoor can speed up TDF computa-
tions, it still incurs large computation 
costs for the data owner when consid-
ering frequent updating. Therefore, 
in our approach, we design an effi-
cient Update algorithm that is differ-
ent from the Store algorithm in cal-
culating tags. Figure 3 illustrates the 
major difference between the Update 
and Store algorithms. Compared with 
the Store algorithm, the Update algo-
rithm recalculates only the TDF for the 
updated file and regenerates rij and sij 
to make the ci, j + 1 output of the chame-
leon hash function the same as before. 
For the rest of challenged files, the 
Update algorithm need only update rij 
and sij and does not recompute the PRP, 
PoR, and TDF functions.

PERFORMANCE EVALUATION
In this section, we evaluate the perfor-
mance of the proposed scheme by com-
paring it with the state-of-the-art cPoSt.17 
Both our scheme and cPoSt adopt the 
PoR instantiation by Juels and Kaliski 
Jr.9 and the TDF by Wesolowski.18 The 
chameleon hash function is instanti-
ated, as in the work of Ateniese and 
de Medeiros.19

To evaluate the performance of 
our scheme, we implement a proto-
type and run experiments on a Win-
dows 10 system with a 3.70-GHz Intel 
Xeon CPU and 32GB DDR4 memory. 
We use SHA-3 to implement the hash 
functions in our scheme. The size of 
each file is set to 64 M. The length 
of each storage period T is set to 30 
days. The sizes of the hash value and 
modulus in the chameleon hash are 
both 256 bits.

ALGORITHM 2: CBDIC.PROVE: THE STORAGE PROOF-GENERATION  
ALGORITHM.
   �  Input: �The initial challenge ci, the file set {F}, checking round f, chameleon 

hash public key hpk, and the tag set Σ.
   �  Output: The storage proof pf.
    1  for j = 1 to f do
    2          idij ← PRP(cij);
    3          vij ← PoR.P(pk, cij, Fidij

, σ′idij
);

    4          if j == f then
    5        break;
    6          end
    7          uij = H(vij);
    8          qij ← TDF.TrapEval(pp, tr, uij);
    9          ci, j + 1 ← CH(hpk, qij, rij, sij);
10  end
11  hidi = H(idi, 1, , idi, f);
12  ci = H(ci, 1, , ci, f);
13  qi = H(qi, 1, , qi, f);
14  ri = H(ri, 1, , ri, f);
15  si = H(si, 1, , si, f);
16  pf = (hidi, ci, qi, ri, si);
17  return the storage proof pf;
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Probability analysis
To evaluate the performance of the 
sampling strategy, we analyze the prob-
ability model of sampling.

As in Figure 4, we can see that the 
verification probability grows with 
the increase of checking rounds and 
challenged files. Suppose that the time 
length of the auditing frequency is 1 h. 
For the storage period of one month, 

our scheme can achieve 99.9% veri-
fication probability with ρ = 0.1%, 
which can satisfy the needs of many 
practical applications.

Communication cost
In this section, we compare the proposed 
scheme with cPoSt on the communica-
tion overhead. Suppose that the size of 
each file is F| |,  the size of the hash value 

is H| |,  the number of updated files is z, 
and the current state is i. q| |  denotes the 
modulus in the chameleon hash.

As the two schemes have to sub-
mit all of the files in the Store algo-
rithm and submit the updated file 
in the Update algorithm, we ignore 
the communication overhead of the 
transmitting files. Table 1 demon-
strates the theoretical comparison of 
the communication overhead of the 
Store, Challenge, Prove, and Update 
algorithms. It is easy to see that our 
approach is much more efficient than 
cPoSt in both the Challenge and Prove 
algorithms. The communication over-
head of our schemes is independent 
of the number of stored files n while 
the overhead of cPoSt is linear with n. 
This is because cPoSt has to check all 
the files within each time slot while 
our schemes check only one file in 
each time slot by using the sampling 
strategy. For the Store and Update 
algorithms, it is not easy to straightly 
compare two schemes from the table. 
The main difference with the Store 
algorithm between the two schemes is 
in 2ln | H | and l((2f + 1) | q | + | H |). Sim-
ilarly, in the Update algorithm, the 
major difference lies in the 2(l − i) z | H  
of cPoSt and the (l − i)(2f | q | + | H |) of 
our approach.

For a better illustration, we com-
pare the performance of the Store and 
Update algorithms of the two schemes 
in Figure 5(a) and (b). The H| | and q| | 
are both 256 bits. The auditing fre-
quency t is 1 h. Thus, the checking 
rounds f is 720. The auditing times l is 
set to 10. For the Update algorithm, the 
number of updated files z is 500.

As seen in Figure 5(a), the commu-
nication cost in the proposed scheme 
i ncreases more slowly t ha n does 
cPoSt in the Store algorithm, which 
is because our scheme generates and 

ALGORITHM 3: CBDIC.UPDATE: THE FILE-STORING ALGORITHM.
     �Input: �The updated file F*, the key pair (pk, sk), checking rounds f, cha-

meleon hash public-private key pair (hpk, hsk), the state, the initial 
challenge ci, and auditing times l.

    Output: The updated tag set Σu.
    1  σ*

F ← PoR.Store(sk, F*);
    2  for i = state +  1 to l do
    3    for j = 1 to f do
    4        idij ← PRP (cij);
    5        if Fidij

 == F* then
    6            vij

* ← PoR.P (pk, cij, F
*, σ*);

    7            if j == f then
    8            break;
    9            end
10            uij

* = H(vij
*);

11            qij
*

 ← TDF.TrapEval(pp, tr, uij
*);

12            rij
* , sij

* ← HCol(hsk, (ci,j+1, qij, rij, sij), qij
*

 );
13         end
14         else
15            rij

* , sij
* ← HCol(hsk, (ci,j+1, qij, rij, sij), qij ); 

16         end
17    end
18    hidi = H(idi,1,  , idi,f);
19    ci = H(ci,1,  , ci,f);
20    qi

*
  = H(qi,1,  , qi,f);

21    ri
* = H(ri

*
,1,  , r*

i ,f);
22    si

* = H(si
*
,1,  , s*

i ,f);
23    σ i

* = H(hidi, ci, qi
*, ri

*, si
*

 );
24  end
25  R* = {rij

* }i ∈ (state, l], j ∈ [1, f];
26  S* = {sij

*}i ∈ (state, l], j ∈ [1, f];
27  Σu

* = (R*, S*, σ*
F, σ*

state+1,  , σ l
*);

28  return Σu
* ;
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transmits only one tuple (C, R, S, σ1, σl 
in the tag set for all the files, while 
cPoSt has to transfer a tag set for 
each file. Figure 5(b) demonstrates 
that our scheme incurs slightly more 
costs than does cPoSt in the Update 
algorithm. The reason for this is that 
the Update algorithm in our scheme 
eliminates the transmission of the 
updated challenge set C, but it needs 
to transfer extra R* and S* to the 
cloud to support dynamic auditing. 
The advantage of this design is that it 
greatly reduces the computation cost 
in the Update algorithm, which will 
be explained in the next section.

Computation cost

Store algorithm. In Figure 5, (c) and 
(d) illustrate the computation time of 
the Store algorithm of our approach 
and cPoSt. As presented in Figure 5(c),  
the computation time of both schemes 
grows linearly; however, our approach 
incurs much less computation cost 
than does cPoSt. The reason why is 
because we adopt the sampling strat-
egy to build a lightweight probabilistic 
auditing scheme. The computation 
overhead can be greatly reduced be
cause the data owner in our scheme 

FIGURE 3. A comparison of the (a) Store and (b) Update algorithms. PRP: pseudorandom permutation; PoR: proof of retrievability; TDF: 
trapdoor delay function; CH: chameleon hash. 
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TABLE 1. A comparison of communication costs 
between our scheme and cPoSt.

Algorithm cPoSt Proposed scheme 

Store 2ln | H | + n | H | l ((2f + 1)| q | + | H | + n | H |

Challenge ln | H | l  | q |

Prove 2nl | H | 5l   | H |

Update 2(l − i)z | H | + z | H | (l − i)(2f | q | + | H |) + z | H |
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needs to only compute one tag set 
for all the files while computing one 
tag set for each file in cPoSt. This is 

also why more files incur more over-
head in cPoSt while the cost in our 
approach remains constant.

Figure 5(d) demonstrates the com-
parison of the Store algorithm of two 
schemes versus the different auditing 

FIGURE 5. A comparison of the communication and computation costs. (a) A communication comparison of the Store algorithm, (b) a 
communication comparison of the Update algorithm, (c) the computation time of the Store algorithm versus different storage availabil-
ity times, (d) the computation time of the Store algorithm versus different auditing frequencies, (e) the computation time of the Update 
algorithm versus different updated files, and (f) the computation time of the Update algorithm versus different states. 
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frequency and the number of files. As 
the auditing frequency t increases, 
the checking round f will decrease. 
As a result, the computation com-
plexity and computation time of both 
schemes decrease. It is clear that 
our approach reduces much more 
computat ion overhead compa red 
with cPoSt due to the similar reason 
expressed in Figure 5(c). 

Prove algorithm. As computing TDF 
is inherently time consuming, both 
schemes require the same time as that 
of the storage period to run the Prove 
algorithm for one file. However, for 
proving the integrity of multiple files, 
our scheme will be much more effi-
cient due to the same reason as in the 
Store algorithm.

Update algorithm. We show the per-
formance of our Update algorithm in 
Figure 5(e) and (f). Updating one file in 
cPoSt requires the data owner to per-
form the Store algorithm again. As a 
result, the update phase is the same as 
in the Store algorithm. In Figure 5(e), 

the updating costs of both schemes 
grow linearly with the increase of the 
updated files in the challenge set. In 
addition, our Update algorithm can 
greatly reduce the computation costs 
compared with those of cPoSt. This is 
because by adopting the chameleon 
hash function, our Update algorithm 
can skip most time-consuming TDFs 
in the Store algorithm.

In Figure 5(f), we can see that the 
updating costs of both approaches de
crease with the increase of the current 
state, because there will be fewer tag 
sets to be updated as the number of 
the current state increases. However, 
our approach maintains low costs 
against different current states. 

Verify algorithm. The auditing con-
tract based on the smart contract is 
implemented on Ethereum platform 
using Solidity language of version 0.6.4. 
The auditing frequency t is set as 1 h.

Figure 6 demonstrates the efficiency 
of the auditing contract with a differ-
ent storage availability time, which is 
also related to different auditing times  l. 

We can see that the gas cost of exe-
cuting the auditing contract increases 
linearly with the storage availability 
time. In reality, the auditing contract is 
efficient and practical for many appli-
cations as it takes approximately only 
19,000 Ethereum gas for auditing data 
over 10 months, which is worth less 
than US$0.2620 (according to the gas 
and ETH prices on 1 November 2020). 
The price is much cheaper than most of 
the auditing services.

A data explosion in AVNs has 
brought a great challenge 
for protecting data integ-

rity in cloud storage from internal 
or external threats. In this article, we 
proposed a lightweight cloud-auditing 
scheme that can continuously check 
the shared data in AVNs. By adopting a 
sampling strategy as well as a TDF, we 
built a lightweight scheme that greatly 
reduces the calculation overhead of tag 
generation. Furthermore, we extended 
the continuous auditing scheme to effi-
ciently support data dynamics by inte-
grating the chameleon hash function. 
Data updating in the proposed scheme 
requires only recalculating the TDF 
for the updated file instead of all the 
TDFs in an auditing tag. We provided 
an analysis of the validation probabil-
ity of our scheme and then gave a com-
prehensive evaluation among the pro-
posed approach and the state-of-the-art 
schemes. The extensive experiments 
show that our scheme has superior 
computation performance compared 
with the existing schemes. 
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Automation is everywhere in the automobile industry.  

Ethical dilemmas pose a major challenge while designing  

such systems. It becomes imperative to discuss these 

dilemmas, thereby helping the software architects to design 

safe, secure, and reliable software for autonomous vehicles. 

A utonomous vehicles (AVs) are the automo-
biles trained to transport goods and peo-
ple from one place to another with little 
or no human interference and with the 

ability to make unprecedented driving decisions in 
real time. A boost to AVs was provided by the advent 
of artificial intelligence to the research world. In the 
1950s, scientists and engineers made attempts to cre-
ate technology that could think like humans. The first 

autonomous car, which ran on the roads of France 
back in 1986, was built by German engineers with 
the help of a scientist named Ernst Dickmanns.1 Over 
time, the automobile industry tried and tested vari-
ous autonomous features with the goal of increasing 
driver/rider comfort. The recent key players in this 
domain are Google’s Waymo LLC., Amazon-backed 
Zoox Inc., and Tesla Inc.

SAE International, the global organization that 
develops standards for various engineering industries, 
divided the levels of autonomy for a vehicle from 0 to 5.2 
Here, zero means not autonomous, that is, traditional cars 

Digital Object Identifier 10.1109/MC.2021.3077576
Date of current version: 30 July 2021

Ethics in Autonomous 
Vehicle Software: 
The Dilemmas



	 A U G U S T  2 0 2 1 � 47

driven completely by human drivers, 
followed by driver assisted and partially 
automated vehicles. These contain some 
simple autonomous features that are 
used under the complete supervision 
of the driver (for example, assisting 
the driver to park the car).

The third level of autonomy is when 
the driver is present but does not con-
tinuously monitor the vehicle’s deci-
sions. However, a driver needs to be 
ready for any potential threat or diffi-
cult situation. This feature is currently 
provided by some high-end cars (for 
example, the highway pilot mode or 
the mountain mode). The fourth level 
is that of high automation, wherein 
under certain controlled scenarios, the 
vehicle can work completely autono-
mously. The automobile industry is 
currently in a race to establish this 
level before they roll out AVs with 
level 5—fully AVs. In this level, the AV 
will commute securely and reliably 
anywhere in any conditions without 
human interventions and without the 
potential to damage someone or some-
thing inside or outside itself. Hence-
forth, an AV stands for level 5 automa-
tion in this article.

Finally, one key aspect while devel-
oping AVs and making them accept-
able in the society is the ethical deci-
sions that these vehicles may require 
to make. Regular discussions in both 
science and philosophy are being held 
regarding machine morals.3,4 It will 
make all the difference in thve transi-
tion from no autonomy to complete 
autonomy. Some commonly debated 
questions include “Between a cat and 
a human, what will the AV choose to 
save from being run over, when saving 
both is not an option and not swerv-
ing means hitting both?” or “Will it 
run over an elderly woman or a toddler 
[Figure 1(a)] or crash itself, hurting the 

rider inside?”5 Devising algorithms 
that will help AVs make these moral 
judgments is a formidable challenge. 
Further, the AV software architects are 

expected to improve the explainability 
of such user-centric algorithms.6

This article attempts to encapsulate 
the available technical literature and 

FIGURE 1. The different scenarios. A (a) dilemma to save an elderly lady or a toddler,  
(b) trolley dilemma, (c) footbridge dilemma, and (d) platypus dilemma.
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philosophical opinions around the AV 
dilemmas. In the next section, “Possi-
ble Dilemma Situations,” we present 
a concise and coherent write up on 
binary AV dilemmas under two sepa-
rate categories: involving and not involv-
ing riders. We propose a unique classi-
fication framework of these dilemmas 
as a flowchart, which is unprecedented. 
This flowchart eases the approach to 
understand the dilemmas, allowing us 
to propose some of the most preferred/
rational approaches as solutions that 
have the potential of high acceptabil-
ity. These are presented in the “Toward 
the Solutions” section, where we dis-
cuss some guidelines and ground rules 
that have been set up by institutions 

worldwide, including philosophical 
surveys and experiments undertaken 
around AV dilemmas, along with what 
could be some rational approaches to 
handle these dilemmas.

For some of the dilemmas whose 
solutions are not yet clear, we present 
some rarely discussed perspectives. 
This discussion can, perhaps, help the 
reader make better informed deci-
sions in their respective social, geo-
graphical, and cultural contexts. The 
“Summarizing Solutions” and “Future 
Scope” sections offer some explana-
tions not found in the existing litera-
ture, which can potentially help archi-
tects build safe, secure, and reliable 
software for AVs.

POSSIBLE DILEMMA 
SITUATIONS 
Machines cannot be allowed to make 
random decisions in situations of 
potential accidents. In fact, one of the 
major arguments for AVs is that, at 
least theoretically, they attempt to 
reduce road accidents. Hence, every 
case of a driving dilemma should be 
fed by the engineer with utmost care 
postdiscussion on the certainty of its 
consequences. In the words of Ameri-
can-German psychologist Kurt Lewin, 
this is a classic case of an approach-ap-
proach conf lict,7 but in machines 
instead of humans.

For example, the famous trolley 
dilemma5 is the textbook example of 

AVs’ ethics dilemma. It has been dis-
cussed for roughly a century now, ear-
lier as a moral question, followed by a 
philosophical case study, and finally 
in its current context. As shown in Fig-
ure  1(b), the problem starts by giving 
you access to the lever of a runaway trol-
ley, which you may use to redirect the 
trolley toward a single person tied to 
the track, leading to his/her untimely 
demise. Or you may let the trolley go 
on its way, killing five people tied to the 
track it is moving toward. What do you 
do? The trolley dilemma is an umbrella 
term used to describe a series of scenar-
ios that involve such predicaments [for 
example, the footbridge dilemma pre-
sented in Figure 1(c)].8

Much literature is available that 
discusses such situations. The Moral 
Machine,9 for instance, provides nine 
different contrasts of opinions: Should 
an AV place the lives of humans above 
those of animals, riders above those 
of pedestrians, women above those of 
men, younger over old, healthy over 
unhealthy, people of a higher social 
strata over a lower one, or people abid-
ing by the law over lawbreakers? Should 
more people be saved rather than fewer? 
And lastly, should AVs actually take 
an action or stay on their dedicated 
task (inaction)? Universally accepted 
answers to these scenarios do not exist.

Interestingly, motion safety, that 
is, the ability to avoid collisions, is 
apparently one of the key advantages 
of adopting AVs.10 According to the 
series of six studies conducted by Bon-
nefon et al.4 in 2015, participants (U.S. 
residents only) approved of utilitar-
ian11 AVs (that is, AVs that will sacrifice 
their riders’ life for the greater good) 
for others, but disagreed to accept the 
same fate for themselves. 

Dilemmas involving riders
The most common scenario is when the 
rider would be in danger, and AVs have 
to make a choice between the rider 
and the one on the opposite side. The 
choices opposite to the rider could be 
one of the following: human/humans, 
animal/animals, property (any inani-
mate obstruction, for example, walls, 
boundaries, barricades, dividers, and 
so on), other vehicle/vehicles, reaching 
a destination by a certain deadline, or 
the driving laws that are being violated 
while saving the rider (see Figure 2). In 
fact, the rider could also be classified 
as a male, female, animal, adolescent, 
toddler, elderly lady, and so forth. But, 
for the sake of simplicity, let us define a 
rider as any living being.

THE THIRD LEVEL OF AUTONOMY IS 
WHEN THE DRIVER IS PRESENT BUT DOES 

NOT CONTINUOUSLY MONITOR THE 
VEHICLE’S DECISIONS.
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Consider the example of a sudden 
brake-failure condition [Figure 1(d)]. 
Here the software is put in a situation 
where an AV experiences a sudden 
brake failure while traveling with a 
paddle of five platypuses and also 
encounters a paddle of five other platy-
puses crossing the road. The other side 
of the road is blocked by a concrete bar-
ricade. Hence, the AV has to decide to 
either keep moving and kill the pad-
dle crossing the road or swerve and 
crash into the barricade, killing the 
paddle in the AV. The existing sof t-
ware programs are designed to be 
efficient for the day-to-day operations 
of vehicles and may not account for 
such exceptional cases. It is, however, 
imperative for the software to have 
built-in features for these scenarios.

Dilemmas not involving riders
This section deals with situations where 
the AV’s rider is not in danger (see Fig-
ure 2). This includes the cases where the 
vehicle deals with the transportation of 
goods or when a vehicle is being called 
from one place to another, without any 
rider inside. In these situations, the 
vehicle could certainly make the sim-
ple choice of damaging itself over the 
living beings in its path. However, a pos-
sible scenario could be that the vehicle is 
instructed that damaging itself is not a 
choice. An example could be an AV car-
rying fuel, where a fire triggered by an 
accident will result in far more damage.

Therefore, a secondary choice is re-
quired to be made by selecting between 
two objects in its path. The cases that 
may arise here are numerous combina-
tions of humans, animals, deadlines, 
law, property, and other vehicles. This 
secondary choice is even more complex 
because a number of possible combi-
nations of choices exist, and the ques-
tion goes beyond self-sacrifice. For 

instance, consider an AV that has to 
choose between two bicyclists trav-
eling in adjacent lanes, where one is 
wearing a helmet but the other is not.5 

Other scenarios could be whether to 
break the law or damage some prop-
erty or any other AV to reach the des-
tination in time. Additionally, it also 

FIGURE 2. This flowchart depicts most of the possible situations of binary dilemmas that 
may occur for AV software. The colored lines match a pair of participants, forming a com-
bination that can create a binary dilemma within the ethics of an AV controlling software. 
*The deadline implies reaching the destination in time.
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includes the scenarios that require 
deciding between two other AVs.

TOWARD THE SOLUTIONS
The previous sections have brief ly 
explained and summarized most of 
the possible binary dilemmas under 
specific assumptions. The rest of the 
article focuses on trying to find solu-
tions to these problems or at least some 
of them. We discuss ideas and opin-
ions from the literature as well as talk 
about our observations and findings. 
The architects of the software, and the 
ones who shall be proposing solutions 
to these problems, must ensure that 
the solutions are consistent and jus-
tified yet not outrageous (for general 
public) or discouraging to buyers.

The reader might argue that the 
described dilemmas will never occur 
with an AV, and hence, there is no need 
to discuss the solutions. Neverthe-
less, dismissing the argument might 
not be the best solution to the prob-
lem. The United Kingdom’s Centre for 
Connected and Autonomous Vehicles 
points out an AV road-testing U.K. 
norm that mandates to “have a driver 
(in or out of the vehicle) who is ready, 
able, and willing to resume control of 
the vehicle [being tested].”12

In the future, simply pulling over 
and handing control back to the human 
operator might not be enough.5 These 
are the best remedies that we have today. 
But, if the AV needs to be brought into 
reality, there must be more response 
options. Another strong argument for 
discussing these problems and solutions 
is that, for instance, “Wasn’t the driver’s 
seat supposed to be empty?” or “What 
if there are only kids in the AV?” More 
than that, it is a forceful U-turn from 
level 5 back to level 3 of autonomous 
driving control, which is certainly not 
a technically progressive solution. Also, 

the risk-to-time factor may not allow 
enough time for a driver to take imme-
diate control, followed by taking a sane, 
quick, and critical decision.13 This, in 
turn, may worsen the situation.

Most of the related institutions are 
focusing on building software that 
somehow avoids the dilemmas. For 
instance, the policy outlined by Ger-
many suggests to “prevent accidents 
wherever this is practically possible.”14 
Certainly, the AV should have good 
control over its speed and trajectory to 
avoid these situations. But the entire 
argument is based on the cases of 
unavoidable scenarios. Also, choosing 
one option over the other, or in other 
words, crash optimization, is seen as 
targeting5 or diverting harm from one 
area to another.

As a starting point to a level 5 AV, a 
common suggestion is to mark a dedi-
cated lane for these vehicles. However, 
not only is this an expensive solution 
both in terms of time and resources, 
the software ethics required to be built 
for this will be different from that 
needed in a level 5 AV. For instance, 
there is a lesser probability that some 
cars will drive inappropriately within 
this lane than when the AV can use the 
entire width of the road. As a result, 
restricting an AV to one lane is more of 
a solution than introducing a level 5 AV 
to a level 4 environment. Hence, this 
scenario is beneficial for a period of 
transition to a fully functional AV and 
is definitely not good in the long run. 

A better suggestion is to have AVs 
programmed to be able to face such 
dilemmas. The software should have 
a provision of an emergency mode. In 
this mode, the system can take addi-
tional precautions to save the rider, 
and possibly any pedestrian, from any 
harm. An example of this could be 
partially inflating the airbags before 

an anticipated collision. Other prepa-
rations could include alarms and 
sirens that alert people around an AV. 
Communication could be established 
with the traffic-managing authorities 
immediately. With increased usage 
of Internet of Things devices, this 
communication is plausible. An alert 
about the threatening situation could 
also be sent to other AVs near that loca-
tion, preventing it from worsening or 
becoming disastrous.

The other case considers the legal-
ity of decisions made by AVs. Recent 
recommendations by the European 
Commission suggests using current 
collision statistics to select vulnerable 
road users and design the AVs’ driving 
algorithm accordingly.6 It further rec-
ommends the organic selection of the 
dilemma outcomes initially and to use 
the data of the same to improve and 
develop traffic rules accordingly. Rel-
ative to the rules and regulations that 
will define the motion of any vehicle 
on the road with level 5 AVs, break-
ing the law to save someone might be 
counterproductive; doing so may lead 
to the butterfly effect, a term used to 
denote the sensitive dependence on 
initial conditions in the chaos theory. 
Here, a small change in the initial con-
ditions of a nonlinear system results in 
large differences in the later states.15 If 
an AV enters a no-entry lane to save a 
pedestrian, for instance, it may run 
over a number of laborers working on 
the street who were, perhaps, outside 
the field of view of the AV initially.

Thinking of an AV as a real-time 
operating system (RTOS), it is expected 
to be accurate in reaching a destina-
tion on time, that is, meeting a dead-
line. It is therefore expected to have 
a hard RTOS because hard RTOSs are 
designed to value time over any other 
parameter. The door-to-door travel time 
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would be calculated by the vehicle in 
advance with accuracy. However, con-
sidering the harm it may cause while 
trying to meet the deadline, we argue 
to position the deadlines to the lowest 
rank in the precedence list of inani-
mate options under consideration 
(Figure 2). This list of precedence in 
Figure 2 has been suggested to avoid 
or minimize the damage to life. The 
priority list may hold the law at the 
top to avoid any mishappenings or 
the generation of new dangers, fol-
lowed by the avoidance of damage to 
property that may otherwise unin-
tentionally cause damage to life, and 
finally, the deadline. Conclusively, 
AVs ought to be soft RTOSs. Note that 
in this list of precedence among inani-
mate objects, the options of other vehi-
cles has been omitted as they may also 
carry living beings.

Thus far in this section, we have 
discussed at length the generic situa-
tions where dangers to riders (chosen 
as the basis of categorization) did not 
really make a difference in the actions 
or consequences (for example, a list of 
precedence among inanimate objects 
or breaking the law). Let us now dis-
cuss where the presence or absence of 
a rider makes a difference.

Dilemmas involving riders
The idea of utilitarian vehicles has 
been around for a while now. Thinking 
of the readiness to sacrifice one’s own 
life intentionally when other options 
are (apparently) available, the idea is 
too brave to be handled by the general 
public. As bizarre as it sounds to a per-
son thinking practically, hearing of it 
in articles such as “The Robot Car of 
Tomorrow May Just Be Programmed to 
Hit You”16 is even more terrifying.

One of the major psychological pot-
holes in the human mindset is that 

change is never accepted at first men-
tion. The personal vehicles of today 
have complete control over the owner. 
The perception toward utilitarian AVs 
may firmly transform as people start 
to view situations from the perspec-
tive of both the pedestrian and the 
rider simultaneously. Martin et  al.8 
also raised this thought by pointing 
out a flaw in the questions that were 
presented in the study by Bonne-
fon et  al.4 The former authors argue 
that the conflicting responses to the 
two questions about utilitarian AVs 
(Which option is moral: to kill a pedes-
trian or sacrifice the rider? And will 
they buy cars with such algorithms 
embedded?) were due to the presentation 

of only one side of the situation, namely, 
not highlighting the fact that an indi-
vidual who buys an AV with a nonutil-
itarian algorithm would also, inevi-
tably, be a pedestrian at some point 
in time.

Another argument about oppos-
ing the change is that, currently, peo-
ple are more attached to their per-
sonal vehicles, akin to their loved 
ones.17 A self-sacrificing vehicle could 
be viewed as a betrayal by someone 
beloved. However, thinking about the 
business model of AVs, which would 
require regular software updates and 
routine hardware examinations, there 
is a high probability of future AVs as 

interchangeable units under a transit 
system, similar to the one where you 
book a shared cab today. Skeete2 sup-
ports this argument with some more 
concrete reasoning. As people start to 
shift their point of view from personal 
vehicles to hiring systems (mobility as 
a service), they may arrive at a consen-
sus on deploying an algorithm of max-
imum overall safety into AVs.

Logically speaking, an AV could be 
installed with world-class safety fea-
tures, including all kinds of modern 
technologies that help reduce dam-
age to the rider. This is not likely for 
a living being walking on the road. 
Hence, the tradeoff in the case of a 
rider versus a pedestrian (any living 

being not in a vehicle) tends to weigh 
more toward saving the pedestrian. 
Also, this will encourage a sense of 
alertness in the rider to strictly abide 
by the safely precautions they are obli-
gated to abide by inside an AV. In a 
nutshell, there is no unique solution 
for this case. It is like an iterative pro-
cess that will be successful when both 
the owners and developers come to an 
agreeable point. The process can be 
overseen by the government through 
law, policies, and treaties. It is import-
ant to mention that, although gov-
ernments may sign treaties to estab-
lish utilitarian AV driving software, 
it is likely that some private vehicle 

DEVELOPERS SHOULD IMPLEMENT 
SECURE INSTALLATION TECHNIQUES 

FOR THE DRIVING SOFTWARE SO THAT 
ANY TAMPERING CAN BE PREVENTED OR 

IDENTIFIED IMMEDIATELY.
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owners may indulge in unlawful tam-
pering of the software to make it more 
rider friendly. As a result, developers 
should implement secure installation 
techniques for the driving software so 
that any tampering can be prevented 
or identified immediately. 

Dilemmas not involving riders
The most critical and the debated case 
among the dilemmas is how to choose 
between an elderly lady and a toddler, 
or a disabled man and a blind girl, or a 
local and a tourist. Choosing between 

one of the two on some customary 
preferences (for example, preferring 
to not harm a female over a male) may 
violate the basic professional codes of 
ethics. For instance, according to the 
IEEE Code of Ethics, every member under 
its umbrella agrees to treat everyone 
impartially and to not engage in “acts of 
discrimination based on race, religion, 
gender, disability, age, national origin, 
sexual orientation, gender identity, or 
gender expression.”18 The Association for 
Computing Machinery, along with 
the IEEE Computer Society, has set sim-
ilar rules for the software developers, 
namely, that they “shall serve the best 
interests of their client and employer 
consistent with the public interest.”19

It is often suggested by many to 
leave things as they are, that is, refuse 
to change an AV’s course of action 
(namely, inaction) in case of a dilemma 

and let both be hit. However, it seems 
worse than hitting just one of the two. 
Another solution could be one that 
allows a random algorithm to choose 
one of the two. This too is a debated 
scenario from an ethics point of view. 
One cannot leave someone’s life to ran-
dom decisions when there is a chance 
to use a possible algorithm of reason, 
however unpleasant and uncomfort-
able that reason may be.

Someone may emphasize strict pedes-
trian and driving laws to avoid getting 
into such dilemmas. However, one 

cannot give unrestricted rights to an 
AV to run over the ones who are bend-
ing the laws. In the classic two-bikers 
example discussed previously, if the AV 
chooses to select the biker not wearing 
the helmet because the biker isn’t fol-
lowing the traffic rules, it will encour-
age what is called street justice, which 
is not commonly considered a healthy 
practice (and is even punishable under 
many judicial systems). Most probably, 
the careless biker may not survive the 
collision and may even face severe inju-
ries. On the contrary, if the law-abiding 
biker is chosen, it would encourage the 
chaos of not following the traffic rules 
to avoid being targeted by AVs.

By these contrasting arguments, 
the decision lies with a country’s juris-
prudence on whether the law favors 
punishments and penalties or rewards 
and recognition. With respect to 

jurisprudence and linking them with 
the studies that show diverse opin-
ions on the ethics of AVs based on 
customary laws,9 the possibility of 
cou nt r y-tailored autonomous driv-
ing software is very high. This will 
be akin to the current driving codes 
where the basic concepts remain uni-
form throughout the world, but there 
may be slight variations from country 
to country.

Another important argument in 
this debate is whether there should 
be a precedence in the choice to save 
among the living beings (if they are at 
risk). The life of a laborer, for instance, 
must not be put at risk over the life of 
a puppy. As prescribed by the German 
laws on the ethics of AVs, the algo-
rithms must be programmed to accept 
a danger to animals or inanimate 
objects, in the case of conflict against 
preventing personal injury.14 It further 
supports the argument that a min-
imum number of injuries should be 
caused in unavoidable circumstances. 
However, it also endorses that, in a bid 
to save the lives of the involved indi-
viduals, compromising the safety of 
noninvolved individuals could not be 
justified. This leads us to the argu-
ment that, according to the German 
guidelines, the lever in the trolley 
dilemma of Figure 1(b) should not be 
pulled, which otherwise involves an 
uninvolved individual.

In 2014, the Massachusetts Institute 
of Technology Media Lab launched a 
gamified experiment called The Moral 
Machine,9 in which players made deci-
sions on such dilemmas—variations 
of the trolley dilemma—on behalf of a 
self-driving car. This information was 
used to generate insights on collective 
ethical priorities of different cultures 
and derive conclusions on the ethics 
that would be expected from an AV in 

ONE OF THE BEST SOLUTIONS THAT 
APPEARS BOTH ETHICAL AND LOGICAL IN 
MANY SITUATIONS IS TO AGREE ON THE 

ALGORITHM OF LEAST HARM.
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the respective cultural settings. The 
study concluded that, overall, people 
chose to save a human over an animal, 
save more lives over fewer, and priori-
tize young people over old. The study 
suggests that the majority of people 
would rather swerve the car in Fig-
ure 1(a) toward the elderly lady, saving 
a toddler. Similarly, the heavy man 
would be pushed by a majority, given a 
choice, as in Figure 1(c).

If we consider the scenario of sav-
ing the lives of pedestrians by risk-
ing those of riders, one may argue 
that pedestrians will be careless and 
not be held accountable for breaking 
laws. The counterargument could be 
that although the humans breaking 
the rules can be held accountable in a 
court of law, if some animals do so, it 
is the concerned authority who would 
be held accountable. For instance, the 
paddle riding in an AV shall be given 
priority over the one blocking the 
road [Figure 1(d)]. The accountability 
shall rest with the local bodies (say, 
the forest department) responsible for 
taking care of them. Heavy penalties 
and punishments could prevent many 
from breaking the rules. If property 
is misplaced, there is someone doing 
the mischief, and if the other vehicle 
is getting in the way wrongfully, it is 
already breaking the drivers’ code of 
conduct. Regardless, there ought to be 
someone causing such troubles on the 
road who could be held responsible. 

One of the best solutions that appears 
both ethical and logical in many situ-
ations is to agree on the algorithm of 
least harm. It should be designed to 
calculate the cost function of damage5 
that is caused from making a decision. 
Here weights can be given to multiple 
dilemmatic factors. For example, if an 
AV hits a sport utility vehicle versus 
hitting a hatchback, the cost should 

be less for a rider who agrees to utili-
tarian laws because this will ensure 
lesser damage to the party opposite 
to the rider. Likewise, the cost would 
be less if one collides with a concrete 
wall compared to if one collides with a 
kangaroo that has jumped on the road 
because a kangaroo may not survive 
the collision. But such weights need 
to be designed with caution. With the 
approach of the aforementioned exam-
ples, one would try to give a higher 
cost to the biker without a helmet 
compared to the biker with a helmet 
because the biker without a helmet has 
a higher chance of fatality/damage in 
the case of a collision. However, this is 
undesirable because this would imply 
saving a biker without a helmet over 
a biker with a helmet, thus promot-
ing lawlessness.

SUMMARIZING SOLUTIONS
The plausible solutions for ethical dilem-
mas under the specific assumptions in 
the previous discussion can be sum-
marized as follows.

1.	 The algorithms should be 
designed to try and avoid unan-
swered dilemmas as much as 
possible. In case of an emer-
gency, there can be sirens to 
caution nearby people and an 
automated system that alerts 
the traffic authorities as well 
as the other proximate AVs 
immediately. Similarly, the 
software can be provisioned for 
an emergency mode to ensure 
additional safety for both the 
rider(s) and pedestrian(s).

2.	 In cases involving only inani-
mate objects, breaking the law 
is counterproductive and may 
result in chaotic situations. To 
save lives and avoid property 

damage, adherence to the law 
is given first priority. This is 
followed by the avoidance of 
damage to property, and the 
third priority would be given 
to reaching the destination in 
time (meeting the deadline).

3.	 In cases where the rider is in 
danger, AVs may choose to 
save the pedestrian over the 
rider. Although the AV could be 
designed to ensure world-class 
safety measures, pedestrians 
do not have any safety arrange-
ments. Hence, if an AV chooses 
to save the pedestrian, it will 
ensure that the AV owner is 
using the best safety-related AV 
accessories. The law-breaking 
pedestrian could be punished 
and penalized under the law, as 
applicable.

4.	 To make the AV driving soft-
ware secure, arrangements 
should be made to immediately 
catch any unlawful tampering 
of the software, its memory 
element, or data.

5.	 In cases where the rider is out 
of danger, the pedestrian would 
not be selected on the basis of 
some discriminatory charac-
teristic, such as age, gender, 
nationality, and so on. Neverthe-
less, if such a dilemma arises, it 
is anticipated that the decision 
would be made based on the cul-
tural practices and/or the juris-
prudence of the land. Therefore, 
AV driving software having vari-
ations across political boundar-
ies is a highly likely scenario.

6.	 As suggested in the policy 
reports of some countries, 
the international community 
may soon outline AV driving 
standards and frame policies 



SAFETY, SECURITY, AND RELIABILITY OF AUTONOMOUS VEHICLE SOFTWARE

54	 C O M P U T E R   � W W W . C O M P U T E R . O R G / C O M P U T E R

via a consensus on solutions to 
dilemmas. It will make the soft-
ware development as well as the 
adaptation of AVs much simpler.

7.	 One of the best algorithms that 
can be justified both ethically 
and logically is that of least 
overall harm, although this 
solution fails in situations that 
may promote lawlessness.

8.	 Some of these dilemmas are 
more complex and require 
further analysis and discus-
sion. There is a tradeoff on the 
inherent ethics versus greater 
good of a decision in many 

such dilemmas. The philo-
sophical discourses of human 
decision-making processes 
can help in solving such criti-
cal issues.

This article discussed the binary 
ethical dilemmas, under some 
assumptions, that an AV’s driv-

ing software architect may have to 
solve and justify to improve the safety, 
security and reliability of an AV. These 
were categorized under two broad sce-
narios and various subcategories to 
make it easy to unlock the solutions to 

some of these problems. In particular, 
an elaborate discussion on the avail-
able and newly suggested solutions was 
undertaken, followed by a summary of 
the most reasonable ones. 

While categorizing the scenarios, 
we considered cases with respect to who 
is standing in front of the AV. However, 
we did not consider who is sitting inside 
the AV. In the rarest of cases, the AV may 
have to decide the safety of some of its 
riders while in danger. Such dilemmas 
can be taken as a part of the extension of 
this current work.

Some key challenges of AV design 
remain, such as data generation and stor-
age. These include information-storage 
facilities within the AV as well as the 
processing that might happen onsite or 
through cloud computing. The security 
of these data and their communication 
are also important. Moreover, the soft-
ware should be reliable in time-sensi-
tive scenarios, that is, it should respond 
quickly in situations requiring near-in-
stantaneous response times.

In the article, we discussed only 
the AVs that are used for transporta-
tion and delivery purposes. However, 
a broader definition of AVs includes 
any self-controlled machine capable 
of locomotion, such as autonomous, 
unmanned aerial vehicles (also known 
as drones). These drones might be used 
for logistics or combat purposes. Sim-
ilarly, in the future, we can expect the 
introduction of autonomous, weapon-
ized military vehicles. Such vehicles 
may also experience ethical dilem-
mas that may not be in line with the 
aforementioned discussions. Instead, 
a more rigorous and rough code of 
conduct needs to be established by AV 
software developers after thorough 
discussions with the military personal 
desiring to deploy such vehicles in their 
armed forces.
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Similarly, emergency vehicles such 
as ambulances need to take a differ-
ent approach when it comes to ethics. 
Reaching their destinations on time 
(meeting the deadline) should be the 
utmost priority for such vehicles, unlike 
the cases presented in this article. In 
fact, the AV discussed previously must 
give way to these emergency AVs. For 
emergency vehicles, therefore, a firm 
RTOS that balances the time and safety 
constraint will have to be created. 
Hence, a rigorous study and a deeper 
understanding of such machine eth-
ics will become a new branch of ethical 
software development. 
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We propose a multistep-forward voltage-prediction approach 

combining a long short-term memory time-distributed 

model and the Kalman filter algorithm to improve prediction 

efficiency and reduce the demand for computing capability.  

Electric vehicles (EVs) based on lithium-ion batteries 
(LIBs) are gradually expanding their market share 
due to the benefits they provide in reducing oil con-
sumption and gas emissions. Among the complex 

EV systems, the battery management system (BMS)1 is the 
most critical component, achieving core functions such 
as state monitoring2 and analysis, safety protection, and 
energy control.

The prediction of battery-state parameters is an import-
ant part of quality assurance in BMSs. Previous studies 

have shown that the precise prediction or estimation of bat-
tery-state parameters can help prevent battery defects and 
reduce driving risks.

The industry generally uses traditional coulomb count-
ing3 or voltage state of charge lookup tables4 to realize 
battery-state prediction. However, the mathematical inte-
gration method easily accumulates arithmetic errors, and 
the method based on the lookup table is often limited by 
the charging environment. The approach based5 on the 
equivalent circuit model (ECM) can accurately simulate the 
structure of the battery so it avoids the influence of environ-
mental factors. Moreover, a recent study6 has proposed an 
effective method of estimating the state of battery health 
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based on the improved, unscented Kal-
man filter (KF) and ECM. The ECM is 
very useful in verifying the accuracy of 
a voltage-prediction approach. However, 
model-based approaches also bring the 
problem of being too idealistic, which 
ignores onboard environmental factors.

Data-driven prediction approaches, 
such as estimation models based on sup-
port vector machines7 and neural net-
works (NNs),8 have been proposed. These 
approaches can achieve high prediction 
performance by historical state data with-
out the physical and chemical properties of 
the LIBs, such as charging and discharging 
characteristics. In recent years, the hybrid 
approach of NN and fusion algorithms9 
have shown high precision. However, due 
to the insufficient computing power of 
onboard chips, many approaches, espe-
cially NN-based prediction, have chal-
lenges at deployment time. The time and 
space efficiency of artificial intelligence 
models restricts their application.10

NN-based approaches usually intr
oduce the long short-term memory 
(LSTM) model to predict voltage. How-
ever, the conventional LSTM model only 
outputs one voltage at a time, so it has 
to use the current prediction as the next 
input and run multiple times to achieve 
the multistep-forward prediction fea-
tures. Not only can a BMS increase the 
efficiency of the prediction, but it can also 
predict the state of the LIBs for a period 
when supporting multistep prediction.

In this article, we propose an LSTM 
time-distributed (LSTM-TD)-based ap
proach to predict the terminal voltages of 
LIBs in the charging process and improve 
the efficiency of the predictions. The 
LSTM-TD model replaces the last output 
layer of the conventional LSTM model 
with a TD layer and can output multiple 
voltages each time. We further use the KF 
algorithm to smooth the output voltages 
of the LSTM-TD model.

Briefly, the contributions of our work 
can be summarized as follows.

1.	 We realize multipoint outputs 
in voltage prediction for the first 
time by constructing an LSTM-TD 
model, which improves the effi-
ciency of the prediction process.

2.	 We introduce the KF algorithm to 
smooth the predicted voltages of 
the LSTM-TD model and optimize 
the worst voltage in a set of pre-
dicted values of each prediction 
round. Through the KF algo-
rithm, we improve the prediction 
accuracy.

3.	 We design a concrete approach 
that combines the LSTM-TD 
model and KF algorithm. Then, 
we conduct a series of experi-
ments to verify it. The results 
show that our approach improves 
performance in computational 
resource consumption.

METHODOLOGY
Voltage prediction is closely related to the 
historical process of LIBs, so it is a time-
step type of prediction. The LSTM-TD 
model is based on the LSTM layer, which 
has very good prediction performance 
based on time steps. The LSTM-TD model  
can be seen as a complex nonlinear func-
tion, represented by Θ. The input domain 
of the LSTM-TD model is composed of 
the feature vector of LIBs, and the output 
domain is the trend of voltage during the 
charging process of LIBs

X → Θ → {H1, H2, …, H5}� (1)

where X represents the input fea-
ture of LIBs, and H{1…5} represents 
the future trend of voltage in the 
charging process.

The LSTM-TD model can output mul-
tivoltages in one prediction round; thus, 

the LSTM-TD model outputs the volt-
age trend of the future. We call this fea-
ture where one model can predict future 
trends the multistep-forward prediction. 
Through the multistep-forward feature, 
the efficiency of voltage prediction can 
be greatly improved. To further increase 
the accuracy of the LSTM-TD model, we 
introduce the KF algorithm. The archi-
tecture of our approach is illustrated 
in Figure 1(a).

LSTM-TD model
The LSTM-TD model consists of two 
LSTM layers and a TD layer. The archi-
tecture of the LSTM-TD model is pre-
sented in Figure 1(c). We use two LSTM 
layers with 100 and 50 nodes, referenc-
ing Yang et al.,11 which uses three LSTM 
layers, each with 50 nodes, to learn the 
nonlinear relationship between the LIBs’ 
charging voltage and previous states. 
Through the TD layer, the LSTM-TD 
model can output intermediate results 
of each time step and realize the multi-
step-forward feature.

The LSTM layer is displayed in Fig-
ure 1(b), and it consists of three gates: 
a forget, input, and output gate. When 
the data continuously enter, the LSTM 
layer maintains a cell state to store his-
torical information, represented by Ct. 
The LSTM model has two inputs. The 
first input is the present LIBs’ state (for 
example, current) represented by Xt, 
and the second input is the output of the 
last series, indicated by Ht-1. The LSTM 
model combines the previous time step 
Ht-1 with present input Xt as a real input 
vector [Ht-1, Xt] at time t. Then, the com-
bined input vector goes through three 
gates to calculate output Ht and update 
cell state to Ct.

The essential formulas are expressed 
as follows:

ft = σ(Wf ⋅ [Ht-1, Xt] + bf),� (2)



58	 C O M P U T E R   � W W W . C O M P U T E R . O R G / C O M P U T E R

SAFETY, SECURITY, AND RELIABILITY OF AUTONOMOUS VEHICLE SOFTWARE

LSTM TD

Multiprediction

KF

Xt–4 …

Ht+1

…

Nonlinear Prediction

Linear Prediction

…

Optimize the First Point

Xt

Ht+5

Ht+1

Ht+1

Ht+5

(a)

LSTM

Ht

LSTM

H0

Unfold in Time

LSTM LSTM

…

× ＋

σσ

×

tanh

×

tanh
Forget

Gate

Input Gate

Output Gate

(b)

H1 Ht

Xt X0 X1 Xt

Ct–1

Ht–1

Xt

it

ot
ft

Ht

Ht

Ct

[Ht–1, Xt ] Wf, bf Wi, bi Wc, bc Wo, bo

Ct
~

σ

LSTM-
100

Xt–4

LSTM-
50

Ht+1

TD

Inputs

LSTM-1

LSTM-2

TD

Outputs

(Voltage, Current, Temperature)

(Voltage)

(c)

Xt–3 Xt–2 Xt–1 Xt

Ht+2 Ht+3 Ht+4 Ht+5

LSTM-
100

LSTM-
50

LSTM-
100

LSTM-
50

LSTM-
100

LSTM-
50

LSTM-
100

LSTM-
50

LSTM-
100

LSTM-
50

LSTM-
100

LSTM-
50

LSTM-
100

LSTM-
50

LSTM-
100

LSTM-
50

LSTM-
100

LSTM-
50

FIGURE 1. The architectures of (a) the multistep-forward prediction approach, (b) the LSTM layer, and (c) the LSTM-TD mode. (continued)
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it = σ(Wi ⋅ [Ht-1, Xt] + bi),� (3)

C~t = tan h(Wc ⋅ [ht-1, xt] + bc),� (4)

Ct = ft ∗ Ct-1 + it ∗ C~t ,� (5)

ot = σ(Wo ⋅ [ht-1, xt] + bo),� (6)

ht = ot ∗ tan h(Ct),� (7)

σ =
+ −x

e
( ) 1

1
,x

�
(8)

=
−
+

−

−
h x e

e
tan ( ) 1

1
,

x

x

2

2
�

(9)

where W{f,i,c,o} and b{f,i,c,o} are parame-
ters of the LSTM layer, representing the 
weight and bias matrix, respectively. 
ft represents the forget gate and deter-
mines how much information in the 
cell state needs to be forgotten, and it 
represents the input gate and consists 
of two parts: the first part decides which 

information to update, and the second 
part goes through a tan h function to get 
the candidate cell state C~t. The output 
gate ot combines the updated cell state 
and input information to calculate out-
put results. As displayed in Figure 1, we 
also implemented a comparative volt-
age-prediction approach based on a con-
ventional LSTM model [Figure 1(d)].

KF
The KF algorithm can be split into two 
parts: prediction and update. The predic-
tion equation is

X̂k = FX̂ḱ-1,� (10)

Pk = F P̂ḱ−1 F
T + Q,� (11)

where X̂k and X́̂k-1 are the prediction 
state of the system at time k and the opti-
mized state at time k - 1, respectively, F 

is the state-transition matrix that pre-
dicts the current state based on the pre-
vious state, and P and Q are covariance 
matrices that present prediction error 
and system noise, respectively. 

K = Pk H
T(HPk H

T + R)–1,� (12)

Pḱ = Pk - KHPk,� (13)

X̂ḱ = X̂k + K(Zk - HX̂k),� (14)

where H indicates the mapping matrix 
whose mission is mapping the state 
vector to the observation values, R indi-
cates observation noise and is the vari-
ance of a standard normal distribution, 
K is the Kalman gain, Zk is the observa-
tion vector at time k, and X̂ḱ and P̂ḱ are 
the optimized state vector and final pre-
diction error covariance matrix at time 
k, respectively.
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NASA uses constant current (CC) to 
charge the battery and then switches 
to the constant voltage (CV) when the 
voltage reaches 4.2 V. We assume that 
the voltage increases at a constant rate 
during the CC or CV condition. However, 
with the influences of the internal char-
acteristics of the battery, voltage does not 
grow at a constant rate. We use the sys-
tem noise Q to make up the deviation 
between the constant increasing voltage 
and real voltage.

The trajectory modeling equation is 
as follows:

{ = +
=

− −

−

v v s t
s s

·
,k k k

k k
1 1

1
� (15)

where sk and vk indicate the increasing 
speed of the voltage and the predic-
tion voltage at time k, respectively, and 
t indicates the sampling interval. The 
parameters in the KF algorithm can be 
expressed by

= ∆
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Through the following algorithm, 
we can obtain the optimized predic-
tion voltage:

V = VLSTM-TD ∗ w + VKF ∗ (1 - w),� (17)

where VLSTM-TD indicates the first pre-
diction voltage each round of the LSTM-TD 
model, and VKF represents the prediction 
voltage of the KF algorithm. w, which rep-
resents the weight of two results, is between 
zero and one, and we set it to 0.5.

Data set
To simulate the real charging condition, 
we use the battery data from the data 
repository of NASA. In the test, the #14 
battery goes through the charging and 
discharging cycles continuously to accel-
erate the aging process. The data of the 
charging process are presented in Figure 2, 
where different colors indicate different 
charging cycles of the aging process.

The LSTM-TD and conventional LSTM 
models are trained with the selected data 
from the N - 1 charging cycles, and we use 
the data of the one remaining cycle to test 
the prediction efficiency of the two mod-
els. The training data of the two models at 
time t are Xt = [V, I, T]k, k = t - 4, t - 3, …, t 
where V, I, and T indicate voltage, current, 
and temperature, respectively. Due to the 
multistep-forward feature of the LSTM-TD 
model, there are multiple label data in a 
training process, Yt = [Vt + 1, …, Vt + 5]. On 
the contrary, there is only one label data, the 
voltage at t + 1, for the conventional LSTM 
model in a training process, Yt = [Vt + 1].

RESULTS AND DISCUSSIONS
The training processes were conducted on 
a surface book equipped with GTX1060 
GPU and i7-8650u CPU.

Cumulative prediction time cost
Figure 3 presents that the LSTM-TD 
model takes much less time than the 
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conventional LSTM model under the 
same prediction rounds. The cumulative 
prediction time increased from 0.16 to 
0.9 s for the multistep-forward predic-
tion approach when the prediction volt-
age numbers increased from 20 to 150. 
In contrast, the time cost of the conven-
tional LSTM model rose from 0.57 to 3.79 s. 
Compared with the cumulative prediction 
time of the conventional LSTM model, 
the cumulative prediction time of our 
approach was reduced by 76.3%.

We used NVIDIA GTX 1060, whose 
computing capability is 6.1  teraflops, 
to conduct the experiments. We sel
ected two of the most representative 
chips, EyeQ3 and EyeQ4 from Mobil-
eye, to simulate the real time cost of 
the prediction. We used the follow-
ing algorithm to estimate the real 

time costs of the predictions on EyeQ3  
and EyeQ4:

=
∗

t
C t

rounds
,

egap

where t indicates the time required 
for the voltage prediction per round; 
“rounds” is the number of prediction 
rounds (that is, the ratio of the total 
number of predicted voltages to the 
number of predicted voltages in each 
round), te indicates the cumulative time 
cost of the prediction under the exper-
imental environment, and Cgap rep-
resents the computing-power difference 
between the onboard and experimen-
tal environments.

The computing capabilities of the 
EyeQ3 and EyeQ4 are 0.256 and 2.5 tera 

operations/s, respectively. Table  1 dis-
plays the actual time costs of online volt-
age predictions for vehicles equipped 
with EyeQ3 and EyeQ4 chips.

From the prediction curves in Fig-
ure  4(h) it can be seen that the KF algo-
rithm improves the prediction accuracy of 
the LSTM-TD model and hardly increases 
the overall running time. For optimizing 
30 rounds, the KF algorithm only con-
sumes 0.02 s. In Table 1, we use the ε sym-
bol to represent the KF algorithm’s time 
cost onboard, which is extremely small.  

According to Table 1, it is obvious that 
the conventional LSTM model needs 3.03 s 
to finish the prediction. Meanwhile, the 
multistep-forward prediction approach 
only needs about 0.70 + ε s.

BMS samples the characteristics of 
LIBs every second to observe the changes 
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for precise monitoring. In this case, the 
prediction had to be made within 1 s 
when the battery-sampling interval was 
1 s; otherwise, the prediction would have 

been useless. Therefore, our approach 
can meet the demands for vehicles 
equipped with EyeQ3 chips, but the con-
ventional LSTM model cannot.

Prediction accuracy 
and optimization
We used the mean absolute percentage 
error (MAPE) and the largest absolute 
percentage error (LAPE) to evaluate the 
accuracy of the models. The evaluation 
of the conventional LSTM and LSTM- 
TD models is illustrated in Table 2.  
The MAPEs of the conventional LSTM 
and LSTM-TD models were both less 
than 1%. However, the LAPE of the 
LSTM-TD model (1.94%) was slightly 
higher compared with that of the con-
ventional LSTM model (0.23%). In the 
LSTM-TD model, only the last (fifth) pre-
dicted voltage in each prediction round 
used the complete input vectors while 
the first voltage only used the first of the 
five input vectors. Therefore, the first 
prediction voltage of each round had the 
largest deviation and caused the pro-
truding points in Figure 4(b).

We further extracted the predicted 
voltages and true values of different 
series in each round to form a new com-
parison curve, and the results are dis-
played in Figure 4(c)–(g). In Figure  4(c), 
we pulled every first prediction voltage of 
each round and compared them with the 

corresponding voltages. In Figure 4(d)–(g), 
we extracted the second, third, fourth, 
and fifth prediction voltages and the true 
values in each round, respectively. In Fig-
ure 4, it can be seen that (c) has the larg-
est deviation when compared with the 
five curves from (c) to (g). The MAPEs of 
different series of voltages in each round 
are presented in Table 3, which illustrates 
that the maximum MAPE is always the 
first predicted voltage of each round.

To improve the prediction accuracy, 
we used the KF algorithm to smooth the 
prediction curve of the LSTM-TD model 
by optimizing the first predicted volt-
age of each round. From Figure 4(a), it 
can be seen that the prediction curve 

TABLE 1. The voltage-prediction time cost per round. 

Model Chip Cgap te Rounds t 

LSTM EyeQ3 24 3.79 s 30 3.03 s 

LSTM EyeQ4 2.5 3.79 s 30 0.32 s 

LSTM-TD EyeQ3 24 0.88 s 30 0.70 s 

LSTM-TD EyeQ4 2.5 0.88 s 30 0.07 s 

LSTM-TD+KF1 EyeQ3 24 + α2 0.90 s 30 0.70 s + 
ε3

LSTM-TD+KF1 EyeQ4 2.5+α2 0.90s 30 0.07 s + 
ε3

1Combine the LSTM-TD model and KF algorithm.
2The equivalent computing-power ratio between CPUs.
3The onboard time cost of the KF algorithm.

TABLE 2. The predictions’ 
absolute percentage errors. 

Rounds LSTM (%) LSTM-TD (%)

MAPE LAPE MAPE LAPE

4 0.12 0.18 0.73 1.94

6 0.10 0.18 0.54 1.94 

8 0.11 0.23 0.43 1.94

10 0.09 0.23 0.35 1.94 

12 0.08 0.23 0.29 1.94

14 0.07 0.23 0.25 1.94 

16 0.07 0.23 0.22 1.94 

18 0.05 0.23 0.19 1.94 

20 0.05 0.23 0.17 1.94 

22 0.04 0.23 0.16 1.94 

24 0.04 0.23 0.15 1.94 

26 0.04 0.23 0.13 1.94 

28 0.04 0.23 0.12 1.94 

30 0.03 0.23 0.12 1.94 

TABLE 3. The MAPE of 
the LSTM-TD model.

Rounds MAPE (%)

1st 2nd 3rd 4th 5th 

4 1.31 0.64 0.64 0.56 0.49

6 0.96 0.47 0.46 0.42 0.37

8 0.75 0.38 0.38 0.35 0.30

10 0.61 0.30 0.30 0.28 0.24

12 0.50 0.25 0.25 0.24 0.20

14 0.43 0.22 0.22 0.21 0.18

16 0.38 0.19 0.19 0.18 0.15

18 0.34 0.17 0.17 0.16 0.14

20 0.30 0.15 0.15 0.14 0.12

22 0.28 0.14 0.14 0.13 0.11

24 0.25 0.13 0.13 0.12 0.10

26 0.23 0.12 0.12 0.12 0.11

28 0.22 0.11 0.11 0.10 0.09

30 0.20 0.10 0.10 0.09 0.08
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of the conventional model was very 
smooth. Thus, we did not combine 
the conventional LSTM model with the 
KF algorithm.

The results optimized by the KF algo-
rithm are displayed in Figure 4(h). It can 
be found that the protruding points in 
the prediction curve of the LSTM-TD 
model were eliminated. The LAPE of the 
LSTM-TD model was reduced from the 
original 1.94% to around 1.12%.

Limitations
Although our approach has a good 
performance in terms of efficiency 

improvement, there exist some potential 
threats during deployment. For example, 
a reliable optimization algorithm needs 
to be selected due to the characteristics of 
the LSTM-TD model. In our approach, we 
chose the KF algorithm to optimize the 
voltages. However, when the battery-sam-
pling interval of BMSs is large and the 
voltage curve shows a nonlinear trend, the 
KF algorithm may not perform well.

In this article, we proposed an online 
multistep-forward voltage-prediction 
approach that consists of an LSTM-TD 

model and KF algorithm. The LSTM-TD 
model is responsible for voltage-trend 
prediction and efficiency improvement. 
For the first time, multi-output predic-
tion technology has been used in the field 
of voltage prediction and has improved 
the performance of online voltage pre-
diction. Moreover, our approach incor-
porates the KF algorithm to smooth 
the prediction curve of the LSTM-TD 
model, maintaining prediction accu-
racy. Compared with the conventional 
LSTM model, the experiments show that 
the prediction time of voltage predic-
tion is shorter by 76.3%; it was reduced 
from 3.79 to 0.9 s. Overall, our approach 
greatly improves performance and 
expands the deployment scope of online 
voltage prediction. 
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This article proposes an approach named SafeML II, which 

applies empirical cumulative distribution function-based 

statistical distance measures in a designed human-in-the-

loop procedure to ensure the safety of machine learning-

based classifiers in autonomous vehicle software. 

The rise of artificial intelligence (AI) and the 
advancement of technologies have paved the 
way for autonomous systems such as autono-
mous vehicles to enter our everyday life. Such 

systems have the potential to make an enormous soci-
etal and economic impact. For instance, as mentioned 
in the Waymo safety report,1 when human drivers are 
involved in driving, around 1.35 million lives have been 
lost due to traffic crashes worldwide in 2016 and US$836 

billion have been lost annually due to loss of lives and 
injuries caused by crashes. For each person, there is 
a 67% chance of getting involved in drunk-driving 
crashes. In the United States, 94% of crashes involve 
human choice or error. Therefore, dependable and 
reliable autonomous vehicles can help to save lives 
and decrease economic losses by reducing the number 
of traffic crashes by eliminating human involvement 
in driving.

Autonomous vehicles are increasingly given autono-
mous decision-making power such that, while perform-
ing safety-critical tasks within human vicinity, they can 
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autonomously make their own deci-
sions and take actions with minimal 
human inter vention. To be able to 
do so, an autonomous vehicle has to 
cooperate with other vehicles, road-
side infrastructures (for example, traf-
fic signs), smart traffic light systems, 
and so on. Consequently, using AI and 
machine learning (ML), such systems 
continuously learn from their opera-
tion and dynamically reconfigure 
in response to changes such as unex-
pected failures of components/sub-
systems, the continuous change in the 
context of operation, variable work-
loads, and physical infrastructures. A 
key challenge for software-intensive, 
AI-enabled self-adaptive autonomous 
systems is to provide assurance about 
their safety and reliability.

For traditional nonautonomous sys-
tems, assurance is provided through 
design and development activities 
including verification, validation, test-
ing, conformance to standards, and 
certification. Safety assurances are 
often provided through safety argu-
ments where safety goals are defined, 
and rationales for believing in these 
goals are designed to be dependent on a 
variety of assumptions. These assump-
tions may include aspects like failure 
semantics and failure rates of both 
hardware and software components, 
operating context, the efficiency of the 
human operator to respond to events, 
and so on.2 In operation, the physi-
cal system and its operating environ-
ments are monitored to see if any of 
these safety assumptions are violated 
and thereby notify the users about the 
potential changes in the assurance and 
take necessary actions to achieve fail-
safe behavior. For example, in a car, 
when transient errors in hardware-like 
sensors affect the functionality of 
the software like for cruise control, 

an error detection unit (monitoring 
f u nc tion) can detect the error and 
degrade the system by appropriate 
warnings and allowing the driver to 
take over. Therefore, the integrity of 
the monitoring knowledge plays a cru-
cial role in providing accurate run-
time assurances.

The issue of continuous assurance 
provision is further complicated for 
autonomous systems where import-
ant pieces of evidence are collected 
through ML/AI components. Due to 
the black-box nature of these compo-
nents, the confidence in the evidence 
provided by these components will 
directly affect the confidence in the 
overall assurance. For instance, con-
sider the ML-based traffic sign rec-
ognition (TSR) system in an auton-
omous car, which is responsible for 
identif ying different traffic signs 
and thus assisting in assuring safe 
driving. TSR for autonomous vehi-
cles has several shortcomings; a sur-
vey of such shortcomings is available 
in Magnussen et al.3 Therefore, it is 
likely that, in some cases, evidence/
inputs received from a TSR could be 
misleading. If this misleading infor-
mation is considered while provid-
ing safety assurance, then it is highly 
likely that, a false assurance could be 
provided, resulting in an autonomous 
vehicle driving with false assurance. 
In a worst-case scenario, this could 
lead to a catastrophic accident. There-
fore, it is important to improve the 
confidence in the output generated by 
such software components in autono-
mous vehicles.

To address this issue with auton-
omou s veh ic le sof t w a re, TSR i n 
particular, in this article we have 
proposed a novel approach called 
“SafeML II,” which has the follow-
ing features:

›› It ensures the safety of an 
ML-based TSR system using 
modified state-of-the-art 
empirical statistical distance 
measures and can work with a 
variety of distribution func-
tions, especially exponential 
families.

›› The implemented bootstrap 
p-value calculation in the 
SafeML II functions improves 
the accuracy and validity of  
its results.

›› It utilizes a human-in-the-loop 
procedure that can use human 
intelligence and avoid cata-
strophic accidents.

›› It is a model-agnostic approach 
that works with a variety of ML 
and deep learning classifiers.

The effectiveness of the approach 
is illustrated via an application to the 
real-world German Traffic Sign Recog-
nition Benchmark (GTSRB) data set.

SAFETY ASSURANCE 
CHALLENGES OF AI/ML IN 
AUTOMOTIVE DOMAIN
In 2011, the International Organiza-
tion for Standardization (ISO) pro-
posed the ISO 26262 standard to 
regulate functional safety for road 
vehicles. It includes requirements and 
recommendations for the entire life-
cycle of car manufacturing from the 
concept phase to operation and ser-
vice. The main aim of ISO 26262 was to 
help the automotive industry address 
functional safety issues more sys-
tematically. However, it was defined 
without considering ML since the first 
version of ISO 26262 was published 
before the boom of AI. This eventu-
ally leads to a challenging issue today 
for car manufacturers and suppliers 
who are determined to incorporate ML 
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for self-driving cars. Therefore, con-
ventional safety assurance methods 
suggested by the ISO 26262 standard 
are insufficient or inapplicable for the 
assurance of ML.4 Salay et al.5 pre-
sented an analysis of ISO-26262 Part 
6 methods with respect to the safety 
of ML models. Their assessment of the 
applicability of the software safety 
methods on ML algorithms (as soft-
ware unit design) shows about 40% of 
software safety methods do not apply 
to ML models.

The AI community has recently pro-
duced several papers on the problems 

of “AI safety.”6 One of the more influ-
ential papers7 identifies “concrete 
problems in AI” and, according to 
this paper, AI safety issues for auton-
omous vehicles can be categorized 
in f ive domains, including 1) safe 
exploration, 2) scalable oversight, 3) 
avoiding “reward hacking” and “wire 
heading,” 4) avoiding negative side 
effects, and 5) robustness to distribu-
tional shift. Efforts have been made to 
assure safety and improve the safety 
performance of ML components in 
autonomous vehicles. For instance, 
the safety assurance process for ML 
models in safety-critical applications 
has been described, focusing on an 
explicit definition of safety require-
ment s for M L component s w it h 
respect to the safety requirements of 

the overall system.8 The approach has 
been illustrated via an application to a 
pedestrian detection system in auton-
omous cars.

In 2019, Kläs et al.9 emphasized 
the distributional shift in the data set 
and proposed an uncertainty wrap-
per based on the Wilson method for 
calculating confidence intervals. The 
conceptual idea was explained for 
the GTSRB example without report-
ing any experimental or numeri-
cal results. In other research, they 
improved their previous approach 
considering the impact of additional 

inputs like rain amount, wind direc-
tion, wind speed, and vehicle orienta-
tion on the confidence results specif-
ically for TSR.10,11 A year later, they 
proposed a framework for generating 
an uncertainty wrapper for data-pro-
cessing models and their dataflow.12 
In all three research works, the draw-
back was the lack of a designed safety 
mechanism af ter measuring con-
fidence. In the SafeML approach,13 
three dif ferent scenarios, includ-
ing 1) repeating the measurement or 
requesting additional data, 2) pro-
viding a human-in-the-loop proce-
dure, and 3) trusting the ML decisions 
and providing a confidence report, 
are considered based on the empir-
ical cumulative distribution func-
tion (ECDF)-based statistical distance 

measures. The SafeML approach was 
not able to work with images partic-
ularly for the convolutional neural 
network (CNN)-based classifiers and 
more importantly the lack of consider-
ation of p values of statistical distance 
measures in the procedure could lead 
to a wrong decision. In other words, 
there are some cases where a statis-
tical distance exists, but based on an 
invalid associated p value it should 
not be considered for the confidence 
evaluation. In SafeML II, the ECDF-
based statistical distance measure 
functions have been improved with a 
bootstrap-based p-value evaluation. It 
means that in the confidence evalua-
tion of SafeML II, only the measured 
statistical distance value with a valid 
p value will be considered and the 
others will be dropped from the list. 
Moreover, by converting the images 
to flatten vectors, SafeML II is able to 
do a pixel-wise ECDF-based statistical 
distance measure and generate the 
confidence that will be explained in 
the next sections.

ML SAFETY APPROACH
In this article, we extend the initial 
idea of SafeML13 to propose SafeML II 
for 1) image-based classification prob-
lems and 2) dealing with outliers in 
data. Figure 1(a) illustrates the flow-
chart of SafeML II. It has two main 
phases: the training phase is an offline 
procedure and the application phase 
is an online procedure. In the training 
phase, the procedure starts with load-
ing the trusted data set. It is assumed 
that the data set covers the major-
ity of situations, the data set label-
ing has been done perfectly, and the 
data set is relatively balanced. Having 
loaded the trusted data set, a classi-
fier will be trained with those data, 
and its performance will be evaluated 

IT IS ASSUMED THAT THE DATA SET 
COVERS THE MAJORITY OF SITUATIONS, 

THE DATA SET LABELING HAS BEEN 
DONE PERFECTLY, AND THE DATA SET IS 

RELATIVELY BALANCED.
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FIGURE 1. SafeML II flowchart and application block diagram. (a) A flowchart of the proposed SafeML II. (b) An example of using SafeML 
II for autonomous (self-driving) cars and their traffic sign recognition unit.
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accordingly. In this part of the proce-
dure, standard methods for cross-val-
idation and explainability should also 
be considered. If the accuracy of the 
classifier and its explainability were 
high enough (for example, more than 
95% accuracy), the classifier will be 
selected and the procedure goes to the 
next step. Otherwise, other classifiers 
or even data refinement will be needed 
to achieve a certain level of accuracy. 
Having selected the appropriate classi-
fier, the statistical parameters of each 
feature in each class including cumu-
lative distribution function, mean, and 
variance will be stored to be used for 
comparison in the next phase.

In the application phase, there would 
be a buffer to collect enough samples. 
The buffer size should be defined at 
design time by an expert in a way that 
the collected data contain the statistical 
characteristics of their class. Note that 
these upcoming data are not labeled. 
Having collected enough samples, the 
trained and tested classifier in the pre-
vious phase will be used, and based on 
its decisions, the data will be labeled. 
Based on classifier decision, the statis-
tical parameters of buffered data will be 
collected and compared with training 
data set through ECDF-based statisti-
cal distance measures such as Kolmog-
orov–Smirnov (KS), Kuiper (K), Ander-
son–Darling (AD), Cramer–Von Mises 

(CVM), and Wasserstein (W).14 More-
over, in the design time, an expected 
confidence threshold should be defined 
for each statistical distance measure. 
The confidence level will be calculated 
based on the aforementioned compar-
ison and will be again compared with 
the expected confidence threshold. 
Three different scenarios have been 
considered: 1) when the confidence is 
a bit lower than the threshold, the sys-
tem should collect more data; 2) when 
the confidence has a huge difference in 
comparison to the predefined thresh-
old, then it is assumed that the upcom-
ing data have not been seen by the clas-
sifier before and a human-in-the-loop 

procedure should be taken into con-
sideration; and 3) when the confidence 
is higher than the predefined thresh-
old, the results of the classifier will be 
accepted and a report of the statistical 
comparison will be stored in the system.

To have a better understanding of 
the idea, the illustrated example in Fig-
ure 1(b) is used. In this example, it is 
assumed that there is an autonomous 
vehicle and a specif ic module in the 
vehicle software for TSR based on the 
ML algorithm. The main task for the 
ML algorithm is to classify the upcom-
ing images from the vehicle’s embed-
ded camera(s), and based on a lookup 
table a required action will be gener-
ated to be used in the control unit. It 

can simply be a brake or acceleration 
command. The main question is “How 
one can make sure that the decision is 
always correct?” The idea of SafeML 
II can be a solution to this question. 
As an example, consider there is an 
80-km sign in the road, and the vehi-
cle’s embedded camera reads it. Most 
of the time it is expected to be a clear 
image, but in rare conditions, such as 
having a faulty camera, heavy rain, fog, 
or a cyberattack, the image may not be 
clear. In such rare cases, SafeML II can 
compare the images with the trusted 
data set and create confidence. For 
the very low confidence situation, it 
means that the input is not something 
that the trained ML algorithm has seen 
before and it is better to be handled by 
the driver (human-in-the-loop proce-
dure). In autonomous vehicles that do 
not have a wheel to control, such as 
the Amazon Zoox, it is suggested that 
a human agent from the control center 
control the car remotely. It should be 
noted that the needed reaction time and 
possibilities to involve the human in the 
loop can be another research subject to 
be investigated in the future. When the 
confidence is low, SafeML II may ask for 
more data or communicate with sur-
rounding cars and increase the level of 
confidence. If the confidence is high and 
the upcoming images are statistically 
similar to the trusted data set, the deci-
sions can be accepted. Having a high 
confidence decision, the needed control 
command will be generated to be sent 
to the main control unit. All confidence 
reports should be stored in the system to 
be used for system improvement.

NUMERICAL RESULTS
In this section, numerical results com-
paring the proposed approach and 
existing approaches in the literature 
are presented for a GTSRB data set.15 

THE CONFIDENCE LEVEL WILL 
BE CALCULATED BASED ON THE 

AFOREMENTIONED COMPARISON AND 
WILL BE AGAIN COMPARED WITH THE 
EXPECTED CONFIDENCE THRESHOLD.
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The data set was released in 2011 and 
includes 43 different traffic signs. 
The data set is unbalanced, and the 
number of samples for some classes 
can be more than the others. Regard-
ing the cross-validation, the hold-out 
method is used to split 80% of the data 
for training and 20% for validation. It 
should be noted that the data set has a 
separate folder for test data.

As mentioned earlier, SafeML II is a 
model-agnostic approach that can be 
used on top of any ML classifier regard-
less of its structure. In this article, a 
deep CNN classifier is used because of 
its reputation on image classification. 
The following structure is used as the 
configuration of CNN. The input has 
a 2D convolution layer (Conv2D) with 
a filter size of 32, a kernel size of 5 × 5, 
and the relu activation function. The 
second layer has another Conv2D with 
a filter size of 64, a kernel size of 3 × 3, 
and the relu activation function. Then, 
a max pooling layer with a size of 2 × 2 
and a dropout layer with a rate of 0.25 is 
used. After that, another Conv2D layer 
with a filter size of 64, a kernel size of 
3 × 3, and relu activation function is 
added. A max pooling with a size of  
2 × 2 and a dropout with the rate of 0.25 
is applied on top of it. A flattened and 
dense layer with a size of 256 and relu 
activation function with 0.5% drop-
out is used. Finally, for the output, 
a dense layer with the size of 43 and 
Softmax activation function is consid-
ered. Moreover, the Adaptive Moment 
Estimation (ADAM) optimizer and the 
cross-entropy loss function are used in 
the training procedure.

Usi ng t h i s con f ig u rat ion , t he 
performance of the CNN classifier 
was 0.9797 on the test data set. The 
next level is to check whether the 
achieved accuracy is high enough 
or not. This part was not considered 

in the first version of SafeML, and it 
could reduce the precision of the pro-
posed approach when a poor classi-
fier is chosen in the offline phase. In 
the case of having a poor classifier, 
the loop should be repeated until 
reaching a certain level of satisfac-
tion for accuracy. It is also possible to  
consider explainability approaches 
to make sure the trained classifier 
behaves reasonably and focuses on 
the right part of the image. Assuming 
that the level of achieved accuracy 
is acceptable for safety experts, the 
images of each class will be separated 
to the red, green, blue (RGB) matrix 
and converted to the flatten vectors 
accordingly. As the size of each image 
is 30 × 30, the equivalent vector will 
be 1 × 900. The ECDFs of each class 
will be generated and stored for use 
in the next phase. In the online phase, 
the buffer size is considered as 15. In 
a practical scenario, the buffer size 
should be defined by safety experts 
and designers. As there was no real 
time data, the test data are consid-
ered as the upcoming data, and we 
are going to see how the proposed 
approach will react to the wrong deci-
sions. To have better visualization, 
class number three is chosen. This 
class is related to the 60-km speed 
limit sign, and it has 1,410 images in 
the training data set and 450 images 
in the test data set. Various risks can 
be considered for misclassification 
of this sign, such as having a lower 
speed and blocking the road or hav-
ing a higher speed and increasing 
the probability of hitting pedestri-
ans passing the street. The associated 
risk for the misclassification of each 
class can be investigated in a separate 
research study. The accuracy of the 
classifier for this class specifically was 
0.9655. In other words, 435 images are 

detected correctly but 15 images are 
detected as the other classes. Based 
on the SafeML II procedure, the RGB 
matrix of test images are converted to 
flatten vectors and their ECDFs have 
been generated. Furthermore, using 
ECDF-based statistical distance mea-
sures such as KS, K, AD, CVM, and 
W, the statistical distances will be 
obtained. The first version of SafeML 
will jump to a comparison between 
statistical distance measures and 
the predefined expected confidence 
threshold. However, in SafeML II, a 
bootstrap algorithm with 1,000 iter-
ations is used to obtain the p value 
and validate the measures.16 Thus, 
the measures with a p value lower 
than 0.05 are stored and others will 
be omitted. The validated statistical 
distance measure can be compared 
with the expected confidence level. It 
should be noted that, for each ECDF-
based statistical distance measure, 
there should be a particular expected 
confidence threshold predefined by a 
safety expert. The decision of the ML 
classifier is accepted and trusted if the 
distance measure is higher than the 
predefined threshold. Additionally, a 
report of the statistical distance mea-
sure will be stored in a database to be 
used for the further development of 
the system. In the situation that the 
statistical distance measure is 5% 
lower than the predefined threshold, 
the system may ask for further data. 
It should also be mentioned that in 
that situation, the autonomous vehi-
cle can use other existing sources of 
information to validate the decision. 
For example, the autonomous vehi-
cle can communicate with nearby 
vehicles or use GPS and preloaded 
map data. The mentioned percent-
age can also be changed based on the 
safety experts’ and system designers’ 
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opi n ion. At t he moment , t here i s 
no publ i shed s t a nd a rd to def i ne 
these levels, but, in the future, these 
parameters can be defined using the 
published standards. The worst sce-
nario is that the statistical distance 
measure is hugely different from the 
expected threshold, meaning the 
upcoming data has not been seen by 
the classifier before and there is a risk 
of missed classification. The SafeML 
II idea is to put the human in the loop 
and ask the driver to make the deci-
sion. It is assumed that the driver has 
enough time for making the deci-
sion. However, there might be some 
cases where the time is restricted and 
SafeML II cannot be used. As men-
tioned before, the autonomous vehi-
cles that do not have the wheel-based 
driving capability, it is suggested that 
a human agent from the control cen-
ter control the car remotely. The first 
row of Figure 2 illustrates the Wass-
erstein distance (WD) measure of the 
60-km traffic sign (Class 3) for the RGB 
part of the images. As can be seen, the 
middle of the image has more sta-
tistical differences in all three color 
layers. Besides, the blue part of the 
image has less statistical distance 
in comparison to the red and green 
parts of the image. As can be seen, 
in the first layer, a previous version 
of SafeML is used, which has a lack 
of p-value-based distance validation 
while in the second row SafeML II is 
used that has the embedded p-value 
distance validation. Comparing the 
first and second row of Figure 2,  it is 
clear that SafeML II has a better sta-
tistical distance representation and 
does not catch the background areas 
of the signs. The third row of this fig-
ure illustrates a sample image where 
the classifier has correctly detected 
the sign, while the fourth row shows 

a sample image where the classifier 
was not able to detect the sign cor-
rectly. However, it seems that it can 
be detected by a human with care-
ful observation. Therefore, in these 
cases, the human in the loop can help 
the system to make the right decision 
and also learn it to make better deci-
sions in the future. The AI system can 
be considered as a talented and clever 
child that needs to work in parallel 
with human and become mature over 
time. This figure also demonstrates 
how the ECDF-based W is calculated 
for a pixel in the image.

In Figure 2, it is shown how SafeML 
can be used for image-based classifica-
tion problems and how it can provide 
a statistical representation and expla-
nation between wrong predictions and 
the ground truth. It is also shown that 
p-value consideration can improve the 
statistical explanations (illustrated in 
the second row of Figure 2). The dif-
ference in results given by application 
of SafeML’s four ECDF-based distance 
measures to two different data sets is 
illustrated in Figure 3(a)–(d). As can 
be seen, the KS distance measures the 
maximum value between two ECDFs. 
The KS distance cannot detect which 
ECDF has a higher value, while the Kui-
per distance can measure two maxi-
mum up and maximum down. In a sit-
uation where two sets have the same 
mean value and different variances 
like spiral and circle benchmarks, the 
Kuiper distance has a better measure 
over the KS distance. As illustrated in 
Figure 3(c), the WD can somehow cal-
culate the area between two ECDFs. 
Thus, the WD will be more sensitive to 
a change in the geometry of the distri-
butions. The CVM distance has similar 
functionality to the WD, and it can per-
form faster. If we reduce the step size 
in the CVM algorithm, the results will 

be close to the WD ones. More detail on 
ECDF distance measures can be found 
in Aslansefat.17 Figure 3(e) provides a 
comparison between true accuracy, 
estimated accuracy by SafeML II, and 
the Wilson interval confidence (WIC) 
bound from Kläs et al.9 For the WIC, the 
z-score is chosen to be 3.29053 to gain 
a 99.99% confidence level. The WIC 
usually provides both upper bound 
and lower bound. To ensure the maxi-
mum safety level, only the lower bound 
is considered. From the existing 43 
classes in the GTSRB, five safety-crit-
ical related classes have been chosen 
for the comparison. The results show 
that in most cases the W-based accu-
racy estimation has less error. For two 
cases, the W algorithm was not success-
ful: for Class 11 (Cross Road Ahead), the 
AD estimation has less error, and for 
Class 13 (Yield), the low band WIC has 
better accuracy. It should be noted that 
the WD, CVMD, and AD are not always 
bounded between 0 and 1. However, 
based on our experiments, they are 
always correlated with accuracy. To 
clarify the effect of p-value consider-
ation, the WD algorithm is selected 
as the best performing measure for 
GTSRB and its results with and with-
out p-value consideration are com-
pared with true accuracy as shown in 
Figure 3(f). The original SafeML13 was 
successful for a feature-based data set. 
However, our experiments show that 
it is not always successful. For exam-
ple, in GTSRB, the WD measure with-
out p-value consideration has failed to 
detect true accuracy changes, while 
the WD with p-value consideration 
was successful. Generally, using ECDF-
based distance measures with p-value 
consideration are more reliable and 
less noisy, especially when the results 
are going to be used for statistical 
explainability purposes.
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FIGURE 2. Sample results of SafeML II with Wasserstein distance (WD) and considering p values (Class 3).
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FIGURE 3. (a) The KS distance, (b) the K distance, (c) the WD, (d) the CVM distance, (e) a comparison between true accuracy, estimated 
accuracy by SafeML II and Klas et al.,9 and (f) a comparison between true accuracy, WD with and without p-value consideration.
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In this article, we have only focused 
on TSR; the idea can be integrated with 
other safety-related parts of autono-
mous vehicle software to cover wider 
safety perspectives. For example, it was 
explained how to build an integrated 
safety model and consider different 
components of a cooperative opera-
tion scenario of autonomous vehi-
cles.18 The results of SafeML II can be 
used as an input in the proposed safety 
model in that work to improve con-
fidence in the provided assurance. It 
should be noted that the SafeML II con-
cept has some limitations. For exam-
ple, it can only work with ML classifi-
ers, while having the SafeML II concept 
to work for prediction and regression 
algorithms is still an open research 
question. Moreover, we currently inves-
tigate what specific characteristics 
of a data set can lead to a better ECDF-
based statistical accuracy estimation 
in run time. Due to the use of the buff-
ering technique, in some time-critical 
applications, the proposed approach 
may not be able to handle a sudden 
shift of data efficiently within a very 
short period of time. Generally, for safe-
ty-critical systems, it is crucial to limit 
the possibility of making unsafe deci-
sions and actions that may be caused 
by a sudden shift in the data. A poten-
tial solution to track sudden changes 
in the incoming data are to use the soft 
clustering models,19 which offer a way 
to evaluate the changes through a nat-
ural measure by computing it directly 
from models. Moreover, in this article, 
we introduce the model-agnostic ver-
sion of SafeML where we are unable to 
go inside any ML/DL algorithm. In our 
future research work, we will address 
the model-specific version of SafeML, 
where we will be able to utilize CNN’s 
middle layer to avoid pixel-level align-
ment requirements.

The rapid growth of artificial intel-
ligence applications in various 
domains and particularly in 

autonomous vehicle software raises 
concerns in different perspectives, 
such as AI safety, AI responsibility, AI 
explainability and interpretability, 

human-in-the-loop AI, and AI trust-
worthiness. This article addressed 
the issue of distributional shift and 
its implications for the safety of ML or 
deep learning classification tasks in 
autonomous vehicle software. The arti-
cle proposed SafeML II by extending 
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SafeML to improve its capabilities for 
the human-in-the-loop procedure and 
ECDF-based statistical distance mea-
sures, and applied them to image-based 
classification algorithms in a model-ag-
nostic way. SafeML II improves the 
ECDF-based statistical distance measure 
functions using bootstrap-based p-value 
calculations. The proposed SafeML II 
approach is generic in nature; therefore, 
we believe it can be integrated with tra-
ditional safety assurance methods to 
enable them to provide assurance for 
ML/AI models and also to increase con-
fidence in the provided assurance.

CODE AVAILABILITY
Regarding the research reproducibil-
ity, codes and functions supporting this 
article are published online at GitHub: 
https://github.com/ISorokos/SafeML. 
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A deep neural network (DNN)-based system is a black 

box of complex interactions, resulting in a classification or 

prediction. We investigate the use of realistic transformations 

to create new images for testing a trained autonomous 

vehicle DNN as well as their impact on neuron coverage. 

On 8 October 2020, Waymo officially opened its 
driverless riding service in three Arizona cit-
ies. Many automobile and technology compa-
nies, including Tesla, Uber, Volkswagen, and 

Baidu, are not far behind. An autonomous vehicle typically 
employs a deep neural network (DNN), which learns to 
recognize objects in the vehicle’s environment and makes 
split-second decisions based on current conditions.

There continues to be trust issues involving the safety 
and reliability of these systems.1 Incidents such as the pedes-
trian fatality caused by an Uber sport utility vehicle in Tempe, 
Arizona,2 exacerbate the situation. The primary approach 
for ensuring the reliability and correctness of these autono-
mous systems involves different software-verification activ-
ities, especially testing. The effective testing of any complex 
software system is challenging. Furthermore, autonomous 
vehicles are primarily data driven, statistical, and nonde-
terministic in nature, making them even more difficult to 
properly test and their reliability harder to ensure.
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Designing an effective test suite for 
verifying any system involves addressing 
two broad questions: 1) how to select the 
test cases and 2) how many test cases to 
select. When the source code is accessi-
ble, code coverage-oriented criteria that 
use the structure of the source code are 
commonly employed to address these 
questions. One can aim to ensure that all 
of the statements or all of the branches 
in the source code are covered, that is, 
are executed by at least one of the test 
cases in the test suite. These two criteria 
are known as statement and branch cover-
age, respectively. The motivation here is 
that a test suite is unlikely to reveal a bug 
located in a statement or a branch that 
has never been executed. Such cover-
age metrics are also helpful in providing 
concrete goals for selecting a sufficient 
number of test cases. One can set goals 
such as achieving 90% branch coverage 
to consider a test suite to be sufficient.

It is generally accepted that a test suite 
that provides higher statement or branch 
coverage better tests a piece of software.3 
This type of coverage metric, however, is 
not suitable when testing DNNs.4 As a 
result, researchers and practitioners have 
looked for other metrics and strategies to 
test DNN-based systems.5 Consequently, 
newer metrics such as neuron coverage 
(NC), used by DeepXplore6 and DeepT-
est,7 have emerged. Although the inade-
quacy of traditional test-coverage criteria 
when applied to DNN-based systems is 
well established, the usefulness of new 
criterion such as NC is yet to be fully stud-
ied. Although DeepTest7 has provided 
results in favor of using NC as an effective 
test-selection criterion, some newer stud-
ies have questioned its usefulness.8

In the domain of autonomous vehi-
cle operations, one of the primary test 
inputs is the contiguous set of front-view 
images, and one of the computed outputs 
is the steering angle (SA) of the vehicle. 

Numerous research studies have been 
performed, looking for effective ways of 
training a DNN-based machine learning 
algorithm to convert images into specific 
actions.9,10 Our focus in this article, how-
ever, is on the challenges of testing these 
systems. Testing a trained DNN requires 
the selection of test images. Based on the 
differing findings regarding NC’s useful-
ness, further exploration is necessary to 
see how NC is impacted by different test 
image selection strategies and whether 
they lead to more effective testing of the 
underlying DNN model. This is what we 
investigate in this article.

Another challenge comes from the 
fact that one needs test images that have 
not been seen by the DNN before and for 
which the correct SA is known, which 
provides a test oracle. Synthetically cre-
ating new test images from the exist-
ing ones with known, expected driving 
angles addresses this problem. We uti-
lize this approach in our study by deriv-
ing reasonable, synthetic test images 
from existing images. Specifically, we 
consider seven synthetic image trans-
formations to gain insight into their 
effectiveness when testing autonomous 
vehicle software. The only image trans-
formations considered are the ones that 
enable us to predict the expected SA, 
which solves the test oracle problem. 
Our work builds on the framework found 
in DeepTest.7 We identify an important 
issue in that approach, update it, and 
consider new and refined image trans-
formations, all to better understand the 
interplay between NC and the effective 
testing of autonomous vehicles.

Our research contributions presented 
in this article include showing that

›› the use of new test images created 
by applying transformations to 
existing ones, both individually 
and in groups, increases NC

›› some transformations are more 
effective than others at achieving 
higher NC

›› there is a positive correlation 
between higher NC and the test 
suite’s ability to extract output 
deviations, which suggests NC’s 
potential as a measure of test- 
suite quality.

BACKGROUND AND 
RELEVANT CONCEPTS

Neural networks and NC
A neural network is a computing struc-
ture that attempts to mimic the struc-
ture and behavior of the human brain. 
At its core is a computing unit called a 
neuron (or a perceptron). The neurons are 
placed in layers with edges connecting 
one layer to the next. There are weights 
associated with the edges that connect 
neurons. Based on the inputs and the 
weights, a nonlinear activation func-
tion is used to decide when a neuron is 
activated and thus impacts the neurons 
in subsequent layers. Typically, a neu-
ral network will have a layer of neurons 
for accepting inputs as well as a layer for 
producing the computed output. A DNN 
includes additional neurons in a series 
of hidden layers, which enable it to be 
used for complex computations such as 
image classification. Users interact with 
the first and last layer of a DNN, which 
handle inputs and output, respectively. 
The neurons in the intervening hidden 
layers, through their connection weights 
and activation functions, learn complex 
decision mechanisms that contribute to 
the overall output.

There is natural appeal to the notion 
of transferring code coverage-based 
test-adequacy criteria for traditional 
software testing to NC-based test-ade-
quacy criteria for DNN model testing.6 
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The idea here is to select a set of test cases 
(for example, a set of images) that maxi-
mize the activated neurons. The under-
lying argument is that if certain neurons 
never get activated during testing, then 
it is possible that there may be undis-
covered erroneous behavior associated 
with their activation that has never been 
witnessed. Despite this appeal, the test 
effectiveness of complex structures such 
as DNNs may be uniquely different. Thus 
there is an ongoing need for the explora-
tion of NC-based test-adequacy criteria.

Autonomous vehicles
An autonomous vehicle is a self-driving 
automobile that uses sensory devices 
such as cameras, infrared sensors, lidar, 
and GPS to navigate the world around it 
by making very fast decisions related to 
SA adjustment, acceleration, and brak-
ing. Central to this complex process is a 
DNN that learns different vehicle oper-
ation responses from a massive amount 
of training data. The images from the 
front-view camera are the primary data 
sources influencing the SA decision. As 
shown in Figure 1, a front-view image is 
fed into a trained DNN, which, in turn, 
predicts the SA that the self-driving car 
should maintain or adopt.

The output produced by a DNN is the 
result of a series of neurons being acti-
vated inside. The DNN’s edge weights 

and neuron thresholds are determined 
during the training of the network. For 
a given input, the neurons of the neural 
network can be labeled either “active,” 
when the weighted input value exceeds 
the threshold, or “inactive.”

Metamorphic testing
Traditional software testing relies on the 
presence of a test oracle, which is capa-
ble of providing the correct output or 
expected behavior for a given test input. 
Automated software testing uses the 
oracle to identify failures of the software 
system where the output behavior devi-
ates from that of the oracle. In the case 
of systems that are often termed non-
testable11 due to the absence of an ora-
cle, such as cryptographic functions or 
scientific computations, metamorphic 
testing provides a way forward by pro-
ducing two sets of related inputs whose 
outputs should be the same or should 
differ in a deterministically predictable 
way. Thus the two test cases can be used 
as pseudo-oracles for each other.12 With 
DNN-based systems, such as autono-
mous vehicles, producing oracle output 
is possible but expensive. As a result, 
pseudo-oracles, such as those provided 
by metamorphic testing, should be uti-
lized whenever possible. This approach 
has shown to be effective in testing DNN-
based systems.13

In our case, we apply synthetic image 
transformations to create a set of new 
test images. The transformed images are 
metamorphic in nature, that is, while 
these transformations modify the image 
they do not change the expected behav-
ior of the autonomous vehicle. For exam-
ple, we do not expect the SA to change if 
we transform an image by increasing its 
brightness or reducing its contrast. The 
expected behavior can be determined 
from the original oracle behavior and 
the transformation applied. One of the 
metamorphic transformations that we 
introduce, “flip,” requires that the ora-
cle output be computed by turning the 
steering wheel in the opposite direction.

DeepXplore
DeepXplore6 demonstrated that even a 
randomly selected set of test cases could 
achieve 100% statement coverage of a 
DNN while the share of internal neurons 
being activated was no more than 34%. 
This exemplified the inadequacy of tra-
ditional code coverage for testing a DNN. 
With the aim of exercising more of the 
DNN’s internals, DeepXplore proposed 
NC as a metric to select effective test 
inputs. The testing framework used two 
DNNs trained for the same purpose (for 
example, classifying an image) as pseu-
do-oracles of each other and then gen-
erated test inputs that maximized both 

Transformed Image Prediction DNN Predicted SA

FIGURE 1. From image to SA output using a DNN. 
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NC as well as images for which the two 
DNNs produced different classifications. 
Their study showed this approach to be 
highly effective in discovering corner 
cases of erroneous DNN behavior.

DeepTest
The DeepTest work7 builds on the NC 
idea, creating synthesized images to test 
DNNs trained for autonomous vehicle 
operations. DeepTest applies transfor-
mations to images to mimic changes 
in the natural environment, such as 
changes in sunlight, rain, fog, and so on. 
Most of the transformations they use are 
metamorphic, in that they do not change 
the autonomous vehicle’s expected SA 
when compared to the original image. 
Thus, DeepTest could automatically 
detect whether the DNN was producing 
an erroneous behavior using the trans-
formed images.

The DeepTest researchers worked 
with trained DNNs from the Udacity 
self-driving Challenge data set.14 The 
tool detects previously inactive neurons 
being activated due to a transformed 
image. It uses a greedy search algorithm 
that repeatedly applies transformations 
to a single test image in an attempt 
to maximize activated neurons before 
moving on to the next test image.

A possibly unintended consequence 
of the greedy search used in DeepTest 
is that it achieves high NC at the cost 
of potentially over-transforming imag-
es. Repeatedly modifying a single im-
age causes ever-increasing distortion, 
leading to the original scene being al-
most unrecognizable. An example of 
this is presented in Figure 2, where (b) 
is the result of repeatedly transform-
ing (a). The fixation on increasing NC 
seems to void the metamorphic nature 
of the transformations. The use of such 
transformations in the experiments 
and the corresponding usefulness of 
the results become dubious. In our ex-
periments, we build on the DeepTest 
framework but remove the repeated 
transformations of an image to avoid 
this scenario.

OUR APPROACH AND SETUP
We investigate the impact of the test 
images synthesized through trans-
formations on NC and the predicted 
SA. We start with the basic DeepTest 
tool and modify it to avoid the over 
transformation scenario depicted in 
Figure 2. Instead, we reset the image 
back to its original, untransformed 
version before applying subsequent 
transformations.

Image transformations
Our study employs seven metamorphic 
image transformations. The chosen 
transformations allow us to predict the 
expected SA for the new images. Some 
of the transformations are more realis-
tic in terms of being likely to occur while 
driving. For example, a change in bright-
ness is caused all the time by clouds 
moving past the sun. We experimented 
with all the transformations used in the 
DeepTest study and found that some of 
the transformations (for example, shear) 
were not metamorphic and were prone 
to change the images toward unreal-
istic scenarios. Our initial exploration 
led us to choose four transformations: 
scale, contrast, brightness, and blur. We 
saw a similar problem with translating 
an image simultaneously in both the X 
and Y directions. We therefore separate 
it into two transformations, translate X 
and translate Y, and limit the range. This 
ensured a still-reasonable image after 
applying the transformation. Finally, we 
introduce a completely new metamor-
phic transformation, flip, which hori-
zontally flips an image. Unlike the other 
six, which do not affect the predicted SA, 
flip requires changing its sign, that is, 
moving the SA in the opposite direction. 
Through flip, we aim to create new syn-
thetic test images that are clear and with 
a known, expected SA.

Moreover, we are interested in observ-
ing the impact of NC when such pseudo 
new images are fed to the trained DNN. 
All of the transformations except flip 
take a parameter that dictates how much 
alteration to make to the image (for 
example, the number of pixels to trans-
late the image by). Although it is not 
reported here, we also performed a sys-
tematic study of different parameter val-
ues used for transforming the images. 
Those experiments did not show any 
significant impact on NC or predicted 

(a) (b)

FIGURE 2. (a) An unaltered test image and (b) the same image transformed by the Deep-
Test algorithm. 
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SA with particular value combinations 
or values outside our selected range. 
That work did find, however, that a small 
number of random parameter values 
provides sufficient diversity. Thus, we 
randomly select parameter values from 
slightly narrower ranges than used in 
the DeepTest experiments. The nar-
rower range ensures that the correct SA 
is unaffected by the transformation.

The seven transformations and their 
corresponding parameter ranges used 
are as follows.

1.	 Translate X: This transformation 
shifts the image left or right by 
the given number of pixels. The 
range considered from left  
shift to right shift is [−X : X] − 
[−50 : 49].

2.	 Translate Y: This transformation 
shifts the image up or down by 
the given number of pixels. The 
range considered from up shift to 
down shift is [−Y : Y] − [−50 : 49].

3.	 Scale: This transformation 
shrinks or enlarges the image 
along both the x- and y-axes by 
a given percentage. The range 
of percentages considered is 
[0.5–1.9%].

4.	 Contrast: This transformation 
increases or decreases the con-
trast of the image by a given 
alpha value. The range consid-
ered is [0.5–1.9%].

5.	 Brightness: This transformation 
changes an image’s brightness by 
a given bias parameter. The range 
considered is [−21–20].

6.	 Blur: This transformation blurs 
the image in one of three ways 
(chosen randomly) based on a 
parameter in the range [1–10].

7.	 Flip: This transformation flips 
the image across the vertical axis. 
There is no parameter here.

One of the contributions of our work 
is that, in addition to applying individual 
transformations, we also apply multi-
ple transformations to create a new test 
image. We use the term transformation 
group to refer to one or more transfor-
mations. For example, when the trans-
formation group {flip, contrast, trans-
late Y} is applied to an image, the image 
is flipped, its contrast is adjusted, and it 
is translated along the y-axis. Although 
we do not present the details here due to 
space constraints, our experiments show 
that the application order of the trans-
formations that make up a transforma-
tion group do not affect our NC results.

The metrics used in our study
To investigate the impact of different 
transformation groups, we must mea-
sure the increased NC associated with 
the application of a particular transfor-
mation group. We accomplish this using 
the metric isolation NC (INC) defined 
as follows.

›› INC is computed relative to a set of 
N unaltered images that are first 
run through the model to estab-
lish a baseline NC. The specific 
transformation group being stud-
ied is then applied to each image 
before it is run through the model 
to identify the number of addi-
tional neurons activated above the 
baseline. Between the images, the 
coverage is reset to the baseline, 
thus isolating the contribution of 
each transformed image.

Our study also considers the SA pre-
dicted by the model. Each image in the 
data set includes the expected SA that 
should be produced by the DNN. In 
other words, we have a test oracle for the 
images, making it possible to consider 
the accuracy of the DNN’s SA prediction. 

We do so by computing the SA devi-
ation (SAD):

›› SAD is defined as the absolute 
value of the difference between 
the predicted SA and the oracle SA 
for a given image.

Of particular interest here is the 
potential to examine the effectiveness 
of NC as a predictor of test-suite perfor-
mance. Specifically, we are interested in 
studying whether test suites that pro-
duce higher NC also lead to the discov-
ery of more anomalous behavior, as wit-
nessed by greater SAD. This situation 
parallels a traditional test suite that pro-
vides greater code coverage being more 
likely to uncover more program faults. 
Should such a connection exist, then the 
test suites providing higher NC could be 
deemed better test suites.

Research questions
We are interested in better understand-
ing the impact of transformation on INC 
and SAD. Our initial working hypothe-
sis is that higher NC is indicative of a 
stronger test suite, and a stronger test 
suite is going to be more effective in 
discovering anomalies (weakness in 
the model). To explore this relation-
ship, we consider two key research 
questions (RQs):

›› RQ1: Do certain image transfor-
mations achieve higher NC  
than others?

›› RQ2: What impact, if any, do 
transformed images have on the 
predicted SA?

RQ1 actually goes beyond simply ask-
ing if transformation increases NC and 
considers the relative impact of differ-
ent transformation groups. Then, RQ2 
factors in the consideration of SAD to 



SAFETY, SECURITY, AND RELIABILITY OF AUTONOMOUS VEHICLE SOFTWARE

82	 C O M P U T E R   � W W W . C O M P U T E R . O R G / C O M P U T E R

evaluate the effectiveness of NC as a pre-
dictor of test-suite strength.

Experimental setup
Our experimental setup builds on the 
DeepTest7 framework, written using 
Python version 2.7. We modified the 
framework such that image transfor-
mations are not repeatedly applied to 
the same image. Like DeepTest, we work 
with the Rambo model15 from the Udac-
ity self-driving challenge.14 Rambo uses 
three separate convolutional neu-
ral networks for determining the SA. 
With each application of the model, we 

measured the number of its total 18,899 
neurons that were activated during each 
SA computation.

The Udacity self-driving challenge 
data include 5,000 still-frame images 
chopped from a 30-min video, which 
was taken by a car as it drove down the 
road. The images are from a front-view 
video feed and were thus taken from 
the point of view of the driver. In some 
of our experiments, we used a sample 
of 100 images selected by picking every 
50th image.

RESULTS AND DISCUSSION

RQ1: Are all transformations 
created equal?
Going beyond the question “Does trans-
formation increase NC?” we investigate 
whether certain transformation groups 
distinguished themselves. Such trans-
formation groups are valuable if higher 
NC proves to be a useful metric for select-
ing test images.

Visually, Figure 3 shows the average 
INC gain for each transformation rel-
ative to the baseline. A statistical test 
using the analysis of variance16 finds a 
strong difference (p value <0.0001); thus 
in Table 1, we show the results of Tukey’s 
posthoc honest significance difference 

test16 applied to the INC7C1 data (the 
additional NC of the individual transfor-
mations). Here 7C1 denotes the combi-
nations of seven things (our transforma-
tions) taken one at a time. Thus 7C1 refers 
to each of the seven transformations 
considered individually. In the resulting 
groups, listed in Table 1, the transfor-
mations sharing a letter are not statisti-
cally separable. Although the existence 
of overlaps means that there is no sim-
ple order, it is clear from the data that 
flip and contrast are the top perform-
ers where flip outperforms all the other 
transformations except contrast. Next, 
translate X and translate Y are in the 
middle, where it is interesting that only 
translate Y can be separated from con-
trast. Finally, scale, brightness, and blur 
all produce notably inferior increases.

We also considered the transforma-
tion pairs of INC7C2, that is, the combi-
nations of two transformations from 
the group of seven. As displayed in 
Table 2, the combination of flip and con-
trast with a mean of 8.45 distinguished 
itself from all of the other pairs in terms 
of increased NC. Although there is con-
siderable overlap, the two other main 
groups become evident. First, in the 
middle are pairs that include translate 
X, and finally, at the bottom are groups 
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FIGURE 3. Transformation’s impact on INC. The baseline includes activation of 14,871 neurons out of 18,899 total neurons. 

TABLE 1. The transformation 
cover comparison.

Transformation

Mean neuron 
count in-
crease Group

Flip 4.41 a 

Contrast 3.68 ab 

Translate X 3.09 bc

Translate Y 2.33 c 

Scale 0.46 d 

Blur 0.43 d 

Brightness 0.38 d 



	 A U G U S T  2 0 2 1 � 83

with none of flip, contrast, or translate X. 
Looking at the combinations of the three 
transformations applied to the images, 
that is, from the INC7C3–produced data, 
there is a greater overlap between trans-
formation groups, but all the triples with 
both flip and contrast come before those 
with one of the two, which come before 
those without either of the two trans-
formations. Looking at INC7Ci  for i > 3, 
this basic pattern continues, although 
as the number of transformations in the 
transformation groups increases, there 
is ever-greater overlap.

In summary for RQ1, not only does 
transformation bring increased NC, but 
flip and contrast stand out. Thus, where 
higher NC is the goal, these two transfor-
mations should be preferred. Intuitively, 
flip changes the images drastically com-
pared to the others and therefore likely 
requires more neurons to be activated 
to process those images. Similarly, it is 
possible that contrast plays a relatively 
more important role in identifying the 
features that lead to the SA computation 
by the DNN.

RQ2: Is there a connection 
between INC and SAD?
Given transformation’s impact on NC, 
a natural follow-up question is what 
impact, if any, does transformation have 
on the model’s SA prediction? We inten-
tionally limited our chosen transforma-
tions to preserve the known, expected 
SA (flip requires inverting the steering 
direction), which provides us with 
an oracle.

This leads us to investigate the rela-
tionship between INC and SAD. Recall 
that INC is the NC achieved by each 
image in isolation, and SAD is the abso-
lute value of the difference between the 
model-predicted SA and the oracle SA. 
Here greater SAD is indicative of poten-
tially anomalous behavior. Accordingly, 

if transformation leads to greater devi-
ation, then it has proven effective in 
uncovering potential bugs or weaknesses 
in the model.

As a preliminary investigation, we 
first consider transformation’s impact 
on SAD. Similar to the pattern seen in 
Figure 3 when using transformation 
groups of size one, flip leads to the larg-
est mean SAD, followed by contrast, 
and then translate X. We also consider 
larger transformation groups where the 
same patterns perpetuate. For example, 
size-three transformation groups that 
include flip and contrast dominate the 
larger-mean SAD values. Of the two, flip 
more consistently leads to a greater devi-
ation in SA. This pattern is reminiscent 
of the NC where flip is a consistent top 
performer. As a result, the data suggest a 
connection between NC and SAD.

Finally, we compare INC and SAD 
directly using linear regression.16 We 
applied R’s lm function using SAD as the 
response variable and INC as the explan-
atory variable. Aggregated over all seven 
transformations, lm yields the following 
relationship with a p value <0.0001:

SAD = 0.043 + 0.0071 × INC.

The most relevant aspect of our re
search is that the slope of the regres-
sion line is positive, indicating that, 
although small, increased INC is asso-
ciated with greater SAD. This result 
persists in the larger transformation 
groups. For example, none of 7C3

’s 35 
transformation groups yields a line with 
a negative slope.

Digging deeper, we include the inter-
action term between the transformation 
group and NC. The model uncovers two 
interesting results. First, NC continues 
to have a positive coefficient (p value = 
0.007). Second, flip differentiates itself 
(p value = 0.0164) where the slope for 

flip is three times steeper than the slope 
using the aggregated data.

In general, a stronger test suite for a 
system is one that reveals more errant 
behaviors or failures. Reflecting on our 
two RQs, in the domain of autonomous 
vehicle operations and especially in 
terms of SA prediction, a stronger test 
suite would reveal more and larger SADs 
as indicative of model weakness. If that 
stronger test suite also achieves higher 
NC, then NC could be argued to be a use-
ful proxy for the strength of a test suite.

Based on our data, we see a small pos-
itive correlation between transforma-
tions that generate higher NC and those 
that reveal more and larger mean SADs. 
In other words, the data suggest that 
higher NC may be an indicator of test-
suite strength.

However, care must be taken with 
this correlation as we do not know 
that the increase in NC is causing the 
increase in SADs. Regardless, it seems 
that the transformed images, likened to 
test cases in traditional software, have 
the potential to discover erroneous 
behaviors as manifested by their pro-
pensity to yield higher deviations in the 
predicted output.

Threats to validity
Our experiments and results have some 
limitations. We have worked with only 
one DNN model, Rambo.15 Our initial 
set of images for testing the DNN was 
taken from the set used with DeepTest.7 
Increasing the external validity of our 
results by repeating our experiments 
with other DNNs, perhaps with other 
failure metrics, is an important part of 
our future work.

Another limitation of our anal-
ysis is that it does not isolate when the 
SAD rises to the level of grossly errone-
ous or failure inducing. Instead of arbi-
trarily selecting a threshold where we 
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can say the steering angle is erroneous, 
we looked simply at the relationship 
between NC and SAD.

RELATED WORK
A number of studies have taken the ap
proach of testing DNNs with synthetically 
created road images.6,7,17,18 Among them, 
DeepRoad17 argues that the images used in 
DeepXplore6 and DeepTest7 do not real-
istically represent real-world driving sce-
narios. DeepRoad alleviates the problem 
by using a generative adversarial network 
(GAN)-based technique19 to synthesize real-
istic driving scenes. However, a GAN-based 
technique does not provide any guarantee 
of image creation preserving the desired 
SA. Contrary to DeepTest’s findings, Har-
el-Canada et al.8 did not find NC to be an 
effective metric to derive new test images. 
They argue that individual neurons do not 
represent the specific features of an image 
and thus the value in maximizing neuron 
activations is questionable.

Sun20 proposed a new set of coverage 
criteria instead, inspired by the modified 
condition/decision coverage criterion of 
traditional software systems. The search 
for a more effective test image selection 
approach led the Deepgauge study21 to 
propose a set of coverage criteria based 
on addressing different sections of the 
network as well as the range of values 
output by a neuron (boundary coverage).

We investigated the use of 
image transformation to cre-
ate new test images and how 

these images impact the NC achieved 
by a DNN. We first found that although 
transformation increases NC, certain 
transformations achieve higher NC than 
others. In fact, our newly introduced 
image transformation, flip, which does 
not require a new oracle for testing, 
achieves higher NC than do other exist-
ing transformations. Furthermore, com-
binations of transformations also prove 
useful and often achieve even higher NC.

Our data show a small but positive 
correlation between NC and SADs. Par-
allel to the NC results, the positive cor-
relation is strongest with flip. More 
importantly, we never found a negative 
correlation between NC and SAD among 
any applied transformations. This sug-
gests that NC might act as a proxy for 
test-suite strength; however, there is a 
need for further investigation to dis-
cover whether NC is a consistent indica-
tor of test-suite strength.

As DNNs become more integral to 
modern technology, a more thorough 
understanding of these sophisticated 
black-box systems is warranted. This 
includes not only empirical testing work, 
such as what was presented in this arti-
cle, but also theoretical work aimed at 
providing a deeper understanding. For 
DNNs that take images as their input, 

having an effective metric for selecting 
good test images is an important aspect 
of their testing. The use of transformed 
images that do not require a new test 
oracle, combined with NC, may prove a 
good candidate for this role.
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BODY OF KNOWLEDGE

No one is an island, we are told. This is true of 
individuals as well as of periodicals that sup-
port the body of technical knowledge. When 
a hacker invades our neighbor’s cell phone, 

we have lost a bit of our security in the process. When 
a peer publication reports on new research, we are all 
enriched, including the f lagship periodical of Com-
puter. Perhaps this is illustrated best in the subjects of 
smartphones, mobile computing, and the challenge of 
mobile security.

The IEEE Computer Society is far from a monolithic 
organization. It consists of one dozen or so communities 
that are loosely connected by the von Neuman model of 
computing. You can get a sense of the scale and scope of 
these communities by scanning the titles of the Society’s 
magazines: IEEE Software, IT Professional, IEEE Pervasive
Computing, IEEE Internet Computing, and the rest. However, 

this process can be a little mislead-
ing. Small communities form in the 
Society long before they create the 
trappings of respectability: a con-
ference, a transactions, a magazine. 
They can also be a little surprised 
when their work becomes the center 
of attention.

IEEE Computer Society members started forming a 
community to study mobile computing in the 1990s. They 
held their first conference in 1994 and quickly identified 
topics that would be central to the field, including topics 
that would later be described as the “location-aware sys-
tem,”5 “mobile-cloud services,”10 and “mobile security.”2

The field grew quickly. In under than a decade, they 
were able to create both a transactions and a magazine. 
However, some members seemed a little surprised when 
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smartphones began to emerge as the 
dominant example of mobile comput-
ing. “Mobile phones’ prevalence gives 
them great potential to be the default 
physical interface for ubiquitous 
computing applications,” explained a 
2006 article in IEEE Pervasive Comput-
ing Magazine.3 Within two more years, 
the iPhone and similar platforms 
demonstrated what these devices could 

do and how they could interact with 
Internet computing services that were 
starting to be called cloud computing.9

With the new devices came new 
opportunities, even before we really 
appreciated that cell phones were re-
ally small computers. As these phones 
started to become common, IEEE Com-
puter Society authors started to ex-
press concern about viruses and mal-
ware. As a group, they were concerned 
about the integrity of these devices but 
also didn’t want to swaddle the growth 
of this technology. “Although mali-
cious attacks on mobile phones are 
somewhat inevitable,” wrote one set of 
authors in 2005, “service providers and 
mobile phone manufacturers shouldn’t 
restrain innovation and exploration.”4

By 2010, the computing landscape 
had quite radically changed. Mobile 
phones were quickly becoming the 
dominant form of telecommunication. 
“Right now about 12% of the world’s 
population pays a monthly cell phone 
bill,”1 reported IEEE Pervasive Com-
puting. This number indicated that 
“the number of wireless users has 
surpassed the number of people using 
standard wireline phones.”1 Further-
more, these devices promised a richer 
computing device than a mere phone 

disconnected from the wall. “Viewed 
collectively,” explained another au-
thor, “the rapid evolution of mobile 
computing, location sensing, and wire-
less networking has engendered a new 
paradigm for computing.”8

With this new computing environ-
ment came new threats. When hacked, 
the device would not only yield data 
but could also provide location and 

activity information. Hackers could also 
activate the device’s microphone and 
eavesdrop on your activities—a threat 
that clearly bothered many of the early 
commentators.6–8

Like many of the articles in our list 
of influential publications, “Mobile 
Security: Finally a Serious Problem” 
(see “Article Facts”) is actually the sec-
ond major piece written by the author 
on that topic. Like many authors, he 
needed to revisit the subject and refine 
his ideas.6,7 Leavitt’s first article ap-
peared in 2005. There are “a growing 
number of viruses, worms, and Trojan 
horses that target cellular phones,” 
he wrote in his first discussion of the 
problem. “Although none of the new 
attacks has done extensive damage in 
the wild,” he added, but that “it’s only a 
matter of time before this occurs.”6

Five years later, he was not so san-
guine. After “years of warnings about 
mobile security, there finally appears 
to be a reason to worry,” Leavitt ex-
plained. The “number and types of 
mobile threats—including viruses, 
spyware, malicious downloadable ap-
plications, phishing, and spam— have 
spiked in recent months.”7

No cell phone is an island, of course. 
It connects us to data, to services, and 

to each other. No professional period-
ical is an island either. Computer was 
ultimately connected to IEEE Pervasive 
Magazine, which hosted an extensive 
discussion of mobile security—a dis-
cussion that was beyond the scale that 
could be supported by a general-pur-
pose periodical.

Neal Leavitt, the author of “Mo-
bile Security: Finally a Seri-
ous Problem” served as a link 

bet ween t he t wo communities. To 
Computer, he brought a careful anal-
ysis and taxonomy of the problem. It 
represented five years of careful ob-
servation, experience in the industry, 
and inventive thinking. This anal-
ysis could never capture the whole 
discussion of mobile security, but it 
was able to explain the nature of the 
problem to the general Society mem-
ber, show what needed to be done, and 
demonstrate what others were doing. 
If an attack against one mobile device 
is an attack against all, then one clear 
article on mobile security could also 
serve as the first line of protection 
for all. 
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The health-care industry is predicated on inven-
tion. Recent global events have placed an unprec-
edented demand on health-care ingenuity, way 
beyond the stress, sweat, and courage endured. 

Today’s evolving health-care innovation methods create 

many avenues for emerging technolo-
gies to improve lives—conversational 
artificial intelligence (AI) is perhaps the 
most exciting health-care innovation 
outside of biotechnology labs.

“Many health-care companies are 
passionate about innovation but less ex-
perienced with fast, iterative software 
development processes. This is starting 
to change in a meaningful way, but we 
are now seeing a more agile innovation 
cycle, like that used to develop software, 
built on an adaptable and nimble exper-
imentation platform,” observes Evan 
Macmillan, cofounder of Gridspace, 
a leader in conversational AI for the 
health-care industry.1 Two key exam-
ples are Pfizer/BioNTech’s messenger 
RNA (mRNA)-based COVID-19 vaccine 
platform, which can quickly adapt to 
the new variants,2 and CureVac’s MRNA 

printer, which can print myriad genetic fingerprints to 
combat not just COVID-19 but also Ebola, Zika, and Lassa.3

Conversational AI has grown rapidly in sophistica-
tion and adoption over the past several years. Recently, 
Microsoft acquired conversational AI pioneer Nuance,4

which, among other offerings, provides deep learning voice 
transcription services for health care. Other conversational 
AI platforms, such as Amazon Web Services’ Alexa,5 Apple 
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AI won’t replace human caregivers, will those 

who use it replace those who don’t? 
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Siri, Google Assistant, and Microsoft, 
offer easy-to-build, off-the-shelf ser-
vices that accelerate the development 
and deployment of generalized con-
versational applications.6 Although 
these general-purpose platforms allow 
for easy “assembly” of rudimentary 
virtual assistants, they are difficult 
to customize. This is because their in-
ternal models, training data, and data 
pipelines are inaccessible, and their se-
quential workflow and data-sharing 
structures increase response latency, 
which creates awkward user-agent  
dialogue delays.

There are other purpose-built con-
versational AI tools emerging that 
allow engineers under the hood to 

develop highly sophisticated applica-
tions for case-specific dialogues. One 
such exa mple is Gr id space Grace, 
which presents a virtual assistant di-
alogue almost indistinguishable from 
a real human. Grace was recently used 
to help schedule COVID-19 vaccines for 
people without online access by call-
ing them directly, “talking” them 
through the scheduling process, and 
answering any questions they might 
have. Today, conversational AI is hav-
ing its greatest impact in two key ar-
eas: administrative automation and 
continuous care.

ADMINISTRATIVE 
AUTOMATION
Conversational AI has been proven an 
effective method in replacing human 
communication steps in administra-
tion workflows, such as insurance cov-
erage verification, identify verification, 
scheduling, information gathering, and 
cross-organization communications. 
Once the communication steps are au-
tomatic, the entire administrative work-
flow can be automated using common 

robotic process automation tools. This 
frees resources and budget away from re-
petitive noncognitive tasks to more criti-
cal caregiving. 

Patient data privacy and sover-
eignty and regulatory compliance will 
soon be competitive advantages as well 
as imperatives for health-care provid-
ers. Conversational AI offers a confi-
dential and trustworthy alternative to 
traditional human-in-the-loop infor-
mation gathering. Experiments with 
computational linguistics have shown 
since the 1960s that people will often 
trust the discretion of a nonjudging 
and discrete synthetic assistant over 
a human.7 The accuracy, privacy, and 
efficiency that conversational AI will 

bring to clinical admission, discharge, 
and feedback will continue to change 
the public face of health care.

CONTINUAL CARE
Hospital stays are expensive. In-hospi-
tal patient care is often extended for 
observation and continual care, despite 
studies showing that patients often re-
cover faster at home than in a hospital.8 
Conversational AI, coupled with smart 
health monitoring, allows patients to 
transition from hospital to home care 
earlier, which saves costs and increases 
recovery rates. In many situations, the 
combination of smartphones, mobile 
applications, Internet-attached medi-
cal devices, the Internet of Things (IoT), 
and conversational AI all provide a 
platform for continued outpatient care 
that rivals inpatient care.

From posttreatment recovery to well- 
ness checks, a “virtual caregiver” plat-
form equipped with conversational AI 
and connected devices will revolution-
ize elderly care, digital therapy, and 
continual care. “Imagine taking home a 
few IoT devices that can talk to both you 

and your doctor from home in natural 
language,” posits MacMillan.1

Dr. Milica Pejović-Milovančević, a 
child psychiatrist at Belgrade’s Institute 
of Mental Health, notes that “although 
conversational technologies lack the 
human touch, they can successfully 
automate many activities in mental 
health-care provision[s]. Examples 
include diagnostics, reaching out and 
contacting new patients, progress 
monitoring, reminders, and initiating 
small talk to elicit important informa-
tion from patients during depres-
sion treatment.”9

CONCEPTUAL 
ARCHITECTURE
The breakneck maturation speed of 
conversational AI across various in-
dustries and applications in recent 
years means that one can develop the 
conceptual architecture for a virtual 
caregiver built on interdependent lay-
ers, as presented in Figure 1:

›› The data layer contains the 
sources of structured (for ex-
ample, personal health records) 
and unstructured data (such as 
health training data).

›› At the knowledge layer, health 
information is retrieved or cre-
ated from the existing sources 
or the virtual caregiver’s data 
layer. This layer contains med-
ical knowledge bases (that is, 
ontologies) and a live repository 
of patient-related information 
that is built and updated using 
automated data analysis and 
interpretation tools.

›› The information generated at 
the knowledge layer is input for 
the service layer, where auto-
mated health-care decisions are 
made for prevention, diagnosis, 
and therapy.

›› Once the decisions for users are 
ready, they are communicated 
to a dialog layer, which accom-
plishes the following tasks: 
●	 It processes the input informa-

tion from the service layer or 

“Many health-care companies are passionate about 
innovation but less experienced with fast, iterative 

software development processes.”
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from end users using natural 
language understanding 
(NLU) techniques.

●	 It creates conversation 
threads, either by following 
predefined dialog rules or 
with probabilistic machine 
learning tools selected  
driven by the dialog manage-
ment module.

●	 It outputs from the dialogue 
management module produce 
responses using natural lan-
guage generation tools.

›› The dialog layer responses  
are then delivered to the 
presentation layer and on to 
the patient via an array of 
presentation methods (for ex-
ample, text, image, voice, and 
multimode).

The conversational threads take a 
round-trip journey through the lay-
ers where the patient and/or the con-
nected medical device requests are 
ingested, interpreted, and enriched 
wit h hea lt h-specif ic information 
from the data, knowledge, and ser-
vice layers. This information is fed to 
the dialog layer, which delivers the 
response to the patient via the pre-
sentation layer.

THREE KEY CLINICAL  
USE CASES

Prevention
Conversational AI is being applied in 
three settings: prevention, therapy, 
and diagnostics. Various caregivers 
help maintain the specific aspects of 
human health. They do so by facilitat-
ing the desirable well-being behaviors 
connected with that particular health 
aspect(s) to avoid degradation and de-
cline. The examples include physical 
activity, nutrition, and regular sleep. 
The immediate goal behind the dif-
ferent applications is sustained user 
engagement in these behavior, while 
the critical long-term goal is that the 
behaviors become a person’s self-care 
habits or everyday routines.

Caregivers act as a companion, ad-
visor, or coach who tries to establish 
deeper social bonds with their users. 
This way, it is assumed that users will 
perceive them as peers with authority, 
follow their inputs, and engage in tar-
get behaviors. Over time, the caregiv-
ers learn about their collocutors and 
personalize their suggestions to the 
user’s needs and preferences. Forksy 
is an example of automated nutrition 

advising.10 A female persona con-
ducts conversations on food-related 
topics, keeps a diary of the user’s food 
intake, and provides a diet schedule 
with nutrition recommendations and a 
fitness program. Ally is an embodied, 
virtual fitness coach that facilitates 

an active lifestyle.11 It promotes a 
healthy way of life by offering and fol-
lowing personalized workout plans 
for weight management.

Therapy
The advancements in natural language 
processing technologies have enabled 
conversational AI to conduct more hu-
man-like conversations. Also, the abil-
ity to recognize and interpret the user’s 

mental and emotional states during 
and from spoken or written discourse 
have made these technologies more 
humane and trusted. They have be-
come a natural fit for certain medical 
practices, such as cognitive behavioral 
therapy and medication monitoring.

FIGURE 1. A conceptual conversational AI architecture for health care. NLU: natural 
language understanding; NLG: natural language generation. 
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Woebot12,13 is a digital therapist 
that guides its users through open 
conversations to estimate their cur-
rent mood (for example, small talk 
about current events and happenings 
in the patient’s life). It then initiates 
structured dialog sessions, such as 
mirroring/paraphrasing what users 
have previously said or labeling/ac-
knowledging how they might feel at 
the moment. The former shows the 
person that it is listening and under-
stands them, while the latter tries to 
counterbalance negative emotions 
and reinforce positive ones (“You 
look like …” or “It seems like …”). The 
approach attests to positive health 

outcomes—neutralizing anxiety/depres-
sion12 and reducing substance use13 in 
younger people. Florence is a virtual 
nurse that supports users in specific 
treatment/rehabilitation activities.14 
It speaks with its users to remind 
them to take their prescribed medi-
cations(s), keep track of their health 
(body weight and women’s health), 
and provide real-time information on 
nearby doctors/pharmacies.

In mental therapy, virtual caregiv-
ers can reduce the overburden on doc-
tors of routine patient check-ins that 
complement face-to-face treatments. 
Dr. Pejović-Milovančević observes 
that, “At the moment, we have even 25 
such controls per day, while the norm is 
up to 12.” Moreover, she states, “Digital 
communicators are technical means to 
make the conversation ongoing. This is 
crucial for helping some technology-lit-
erate populations, such as children with 
speech-linguistic and nonverbal devel-
opmental issues (that is, autism).”9

Diagnosis
Some conversational applications can 
recognize symptoms of illnesses to 

inform users about the changes/de-
clines in their health and recommend 
a course of action. They conduct a 
structured Q&A dialog to elicit the 
necessary user information. The col-
lected data are a basis for making a 
diagnosis. The information is mainly 
subjective (self-repor ted by users) 
and may influence an accurate diag-
nosis. The course of action is often a 
medication program or doctor visit. 
For example, Symptomate is a diag-
nostic caregiver that screens its pa-
tients and provides the diagnosis for 
a range of conditions (roughly 700).15 
The screening is done through a con-
versational Q&A session from which 

the virtual caregiver establishes a 
diagnosis as a ranked list of pos-
sible conditions with a confidence 
level (for example, strong, moderate, 
or weak).

The different virtual caregivers help 
people quickly find information re-
garding their health. Even the demo-
graphic groups with a lower techno-
logical literacy, such as older adults, 
primarily use commercial voice as-
sistants (such as Amazon Alexa) to 
search for health-related information 
online.16 These caregivers extract key-
words from conversations with their 
users and query the available knowl-
edge bases to find answers. They can 
deliver responses in a textual or doc-
ument form. Some caregivers, such as 
Gridspace Grace, automate health-care 
customer services, including medical 
advising on COVID-19.17

As Dr. Pejović-Milovančević high-
lights, “Conversational AI provides op-
portunities for teletherapy by engag-
ing patients’ families (that is, parents) 
to work with their children under the 
continuous supervision of doctors so 
they do not feel alone.”9

A LOOK INTO THE FUTURE
There are several key areas where con-
versational AI in health care will grow 
and mature.

›› Admission avoidance: Conversa-
tional AI can provide the autono-
mous screening and treatment 
of outpatient ailments, thus 
reducing the number of hospi-
tal admissions.

›› Explainability: Conversational AI 
systems typically use black-box 
models to take a set of inputs 
to produce dialogue. Exposing 
the details of this process in a 
patient-friendly manner will 
become crucial as virtual care-
givers increase their role in di-
agnosing a user’s current health 
and prognosis and making 
treatment recommendations.

›› Transparency: Conversational 
AI’s capabilities in health 
care still fall short of human 
medical professionals. As this 
gap shrinks in the coming 
years, there will be increased 
demand for transparency on 
where the conversational AI 
limits lie and where consulting 
a professional is needed. Added 
transparency on how patient 
information is collected and 
used will also help foster  trust 
in virtual caregivers.

›› Continuous health care: As 
mentioned previously, conver-
sational AI holds great potential 
for continual care, which short-
ens hospitalizations by provid-
ing autonomous care once the 
patient transitions back home. 
However, in the future, this 
will not just continual be but 
constant—assisting the patient 
“in sickness and in health” with 
nutrition, prevention, diagnos-
tics, exercise, real-time check-
ups, and alerts.

›› Automated application creation: 
Advancements in automated 
application development will de-
mocratize health-care solutions 

The screening is done through a conversational 
Q&A session from which the virtual caregiver  

establishes a diagnosis.
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creation process by enabling 
medical experts to develop, 
deploy, and test applications 
without involving designers and 
programmers.8

›› Multiparty communications: The 
systems involving patients, 
health-care professionals, 
and families through medi-
ated or separate peer-to-peer 
multiparty dialogs, while 
challenging, are feasible and 
will take on a central role in 
health-care communications in 
the future.18

›› Integration with legacy systems: 
Aside from the practical con-
cerns regarding security and 
privacy, a better connectivity of 
digital medical records, medical 
devices, hospital procedures, 
and health-care staff will reduce 
the burden on health-care 
services and provide faster and 
more effective care.

A lthough conversational AI is 
making rapid inroads in the 
health-care industry, partic-

ularly in administrative automation 
and continual care, its greatest poten-
tial could be in preventive, therapeu-
tic, and diagnostic care. This space is 
maturing rapidly, and even though the 
future looks bright for virtual caregiv-
ers, there are significant hurdles yet to 
be cleared. At present, conversational 
AI cannot replace health-care profes-
sionals, but doctors who use it will re-
place those who do not. 

REFERENCES
1.	 M. Campbell,  interview with E.  

Macmillian,  Apr. 28, 2021. 
2.	 P. Wnuk, “Pfizer invests in mRNA 

vaccine powerhouse BioNTech,” 
PharmaPhorum, Surrey, U.K. 
Aug. 16, 2018. [Online]. Available: 
https://pharmaphorum.com/news/
pfizer-invests-mrna-vaccine-biontech/ 

3.	 “Epidemic group invests $34 million 
in potential vaccine printer tech.” Re-
uters, Feb. 27, 2019. https://www.reu 

ters.com/article/us-health-vaccines 
-curevac-idUSKCN1QG1MD (accessed 
May 6, 2021). 

4.	 B. Dickson. “Why Microsoft’s 
new AI acquisition is a big deal.” 
TechTalks, Apr. 15, 2021. https://
bdtechtalks.com/2021/04/15/
microsoft-nuance-acquisition/  
(accessed May 25, 2021). 

5.	 M. Turea. “10 ways Alexa is 
revolutionizing healthcare.” 
Healthcare Weekly, Apr. 8, 2021. 
https://healthcareweekly.com/
alexa-in-healthcare/

6.	 P. Cox and J. M. Geyer, “Voice assistants 
in healthcare,” Smart Business - Great 
Medicine, May 16, 2020. https://www 
.smartbusinessgreatmedicine.com/
voice-assistant-technology-healthcare/ 

7.	 J. Weizenbaum and J. Weizenbaum, 
“Computational linguistics,” Com-
mun. ACM, vol. 9, no. 1, pp. 36–45, 
1966. doi: 10.1145/365153.365168.

8.	 D. M. Levine et al., “Hospital-level 
care at home for acutely ill adults: 
A randomized controlled trial,” 
Ann. Internal Med., vol. 172, no. 2, pp. 
77–85, Jan. 21, 2020. doi: 10.7326/
M19-0600.

9.	 M. Campbell, interview with M.  
Pejović-Milovančević, May 10, 2021.

10.	 C. Wiedemann. “Die Therapeuten in 
der Tasche (The therapists in your 
pocket).” Frankfurter Allgemeine, Apr. 
26, 2018. https://www.faz.net/aktuell/
stil/quarterly/koennen-chatbots 
-einen-echten-therapeuten-oder 
-coach-ersetzen-15549081.html  
(accessed Apr. 21, 2021). 

11.	 J. Zhang, Y. J. Oh, P. Lange, and Y. 
Fukuoka, “Artificial intelligence 
chatbot behavior change model for 
designing artificial intelligence 
chatbots to promote physical  
activity and a healthy diet: View-
point,” J. Med. Internet Res., vol. 22, 
no. 9, p. e22845, Sept. 30, 2020.  
doi: 10.2196/22845.

12.	 K. K. Fitzpatrick, A. Darcy, and M. 
Vierhile, “Delivering cognitive 
behavior therapy to young adults 
with symptoms of depression and 
anxiety using a fully automated 
conversational agent (Woebot): A 

randomized controlled trial,” JMIR 
Mental Health, vol. 4, no. 2, p. e19, 
2017. doi: 10.2196/mental.7785.

13.	 J. J. Prochaska et al., “A therapeu-
tic relational agent for reducing 
problematic substance use (Woebot): 
Development and usability study,”  
J. Med. Intern Res., vol. 23, no. 3,  
p. e24850, Mar. 23, 2021.

14.	 “Researcher develops a chatbot that 
already is a reference in healthcare,” 
Phys.org, Aug. 31, 2017. https://phys 
.org/news/2017-08-chatbot-health 
care.html (accessed Apr. 29, 2021). 

15.	 “Feeling sick? There’s an app for 
that! – The big symptom checker re-
view.” The Medical Futurist, Apr. 11, 
2019. https://medicalfuturist.com/
the-big-symptom-checker-review/ 
(accessed May 13, 2021). 

16.	 A. Pradhan, A. Lazar, and L. Findlater, 
“Use of intelligent voice assistants by 
older adults with low technology use,” 
ACM Trans. Comput.-Hum. Interaction, 
vol. 27, no. 4, pp. 1–27, Sept. 2020. doi: 
10.1145/3373759.

17.	 “Grace, the best conversational AI vir-
tual agent in the market,” EVOTEK, 
Apr. 2, 2021. https://www.youtube 
.com/watch?v=17X1kJbNLMA  
(accessed May 7, 2021). 

18.	 R. J. Moore and R. Arar, Conversa-
tional UX Design. New York: ACM 
Books, 2019.

MARK CAMPBELL is the chief 
innovation officer for EVOTEK, 
San Diego, California, 92121, USA. 
Contact him at mark@evotek.com.

MLAĐAN JOVANOVIĆ is with 
Singidunum University, Belgrade, 
11000, Serbia. Contact him at mjova 
novic@singidunum.ac.rs.

IEEE Computer 
Society Election

www.computer.org/election2021

VOTE BY 20 SEPT



94 C O M P U T E R P U B L I S H E D  B Y  T H E  I E E E  C O M P U T E R  S O C I E T Y 0 0 1 8 - 9 1 6 2 / 2 1 © 2 0 2 1 I E E E

EDUCATION

COVID-19 has had a detrimental impact on human 
existence. It dramatically affected the way we 
live, work, and get educated. COVID-19 has also 
necessitated acceleration in the development of 

vaccines, hospitalization, remote work, supply chains, and 
numerous other areas. The reverberations of COVID-19 
have caused tectonic shifts in industry and consequently in 
the ways that individuals from industry are educated. Simi-
larly, whole education systems, from kindergarten through 
university, have had to quickly switch to remote teaching.

Education had already started changing prior to the 
COVID-19 pandemic, from partnerships among industry 
and academia around industry instructors for select courses 

(mostly at flagship universities), to 
industry funding curricula (e.g., what 
IBM has been doing in the New York 
area or Hewlett Packard Enterprise 
in Silicon Valley and Houston), many 
online programs, to recent hiring pol-
icies that do not require any academic 
credentials. COVID-19 accelerated some 
of this and made it obvious that it can 

happen at a completely different scale than what was thought 
before.  The challenge will be to prevent technology-facili-
tated education from creating an even greater gap in educa-
tion for those with less access to technology.

 Many industry verticals in the developed world were fortu-
nate in that the technologies and infrastructure required for 
their employees to work remotely already existed. This enabled 
the shifts to happen very quickly and business disruptions to 
be kept to a minimum. However, adopting tools for in-person 
study to remote education are only the tip of the iceberg. The 
problems caused by lack of necessary Internet infrastructure 
run deep from sub-Saharan Africa to the poor population in 
Latin America as well as parts of sparsely populated regions 
of Australia, Canada, and Russia.1 Going up the stack, school 
educators have not been retrained, curricula have not been ad-
justed for remote education, the critical topics for new times are 
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completely nonexistent, and the whole 
system is inadequate for the needs of the 
future workforce.

  “Build Back Better” is a strategy and 
movement to better prepare us for fu-
ture disasters, pandemics, and dramatic 
changes to the way humanity lives to-
day. COVID-19 has exposed all these 
problems and emphasized them. Solu-
tions require thinking outside of the box 
to find new solutions to an old but now 
magnified problem. We need not only 
patch up our education system but also 
prepare it for many years to come and for 
other possible catastrophic scenarios.

HOW HAS THE LANDSCAPE 
CHANGED?
 The world has become increasingly more 
interconnected, as labor can now be hired 
from anywhere in the world and the types 
of jobs have also changed to enable this.2

Similarly, education can be obtained re-
motely. How does this affect education 
and students? In the past, schools were 
primarily educating students for the local 
labor market and “traditional jobs” for 
which the demand is dwindling and may 
soon exceed supply. Now suddenly there 
are no more limits on where graduating 
students can be hired. Similarly, compe-
tition  is no longer just local schools but 
any remote school in the world.

  New science and technology ad-
vances are dramatic, and they have radi-
cally outpaced existing curricula in most 
countries. Revising curricula is not trivial, 
and the only way out is through close work 
with local governments to subsidize the 
education system and leverage industry 
to support schools. Education is no lon-
ger only a matter of schools but now has 
become deeply intertwined with the ed-
ucation system as a whole. Governments 
and industry are ever more influencing or 
supporting education, and this is further 
influenced by societal, economic, and en-
vironment factors (see Figure 1).

Tools nowadays enable anybody to 
work remotely. There are still jobs that 

require physical presence, but many 
that traditionally required physical 
presence are evolving. Zoom, Teams, 
Skype, WebEx, Google Meet, and many 
other tools for collaboration enable 
secure remote meetings. A plethora of 
other tools enable virtual boards and 
document exchanges, and the work-
force can still rely on the traditional 
Microsoft and Google suites of tools. 
Finally, many tools exist for teaching 
remotely and conducting tests, lab ex-
periments, exams, grading, and much 
more, just as if you were in an in-person 
class. What was earlier an exception at 
best today is a common approach.3

INDUSTRY NEEDS
 Most of the people who exit schools 
go on to work in industry (e.g., see 
examples and classification for the 
United States4); therefore, it is most 

important to understand the nature 
of demand (industry) to best prepare 
supply (schools).  Industry has not al-
ways been served sufficiently well by 
schools, triggering corporations and 
even whole nations to deal with it in 
different ways. At the same time, in-
dustry hasn’t engaged academia as 
openly as it should have. A more pos-
itive symbiotic relationship is needed.

 In Germany, for example, vocational 
schools were very successful in preparing 
students for their ultimate occupation. 
However, the way it was traditionally 
done wouldn’t be economically feasible 
in areas of low population density. Le-
veraging remote learning technologies 
might make it generally feasible. Large 
corporations establish their own training 
programs to prepare new employees for 
the specific job they will be pursuing.  Pro-
fessionals are used to learn by doing, but 

Environment

Society

Economic

Industry Government

Academia

FIGURE 1. Education is ever more so deeply intertwined with industry and legislature 
(governments), and all three are motivated by economic, societal, and environmental 
factors. Economic factors are often the ones used to base decisions on, particularly if 
there are hard costs involved. Societal factors include diversity, equity, and inclusion; 
reverse migration from cities to rural areas; globalization of the workforce; and so on. 
Environmental factors are likely to play a bigger role in the future, given global concerns 
about climate change, hunger, space travel and space pollution, and so on.
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as technology becomes more and more 
complex, months and sometimes years 
are wasted until a well-performing em-
ployee can start to contribute fully. Fo-
cused education, complementing expe-
riential experience, can go a long way.

WHAT IS NEEDED?
What does industry need from new 
employees, from schools, legislatures, 
and from professional organizations 
like the IEEE Computer Society?

Industry would prefer a new employee 
who is already equipped to start work-
ing quickly, one who also has sufficiently 
broad knowledge to adjust as market and 
industry needs shift quicker than ever be-
fore. Students need to be well versed in 
the tools that are used in the workforce 
and able to contribute both remotely and 
in in-person work-place scenarios. New 
employees should be proactive in learning 
new skills and be aware of how to achieve 
them. Industry would also like quicker 
ways of establishing that recent graduates 
have the necessary skills. Recruiting/in-
terviewing tends to be a heavyweight pro-
cess for jobs that require special skills. The 
hiring process also needs improvements 
in terms of diversity.

Industry could benefit substantially 
from schools that can teach new and 
current employees updated skills, such 
as how to predict new trends in artificial 
intelligence, machine learning, and eth-
ics. Education should be with purpose, 
for specific broad domains of knowl-
edge, supplemented by special verti-
cal courses, potentially delivered with 
the help of industry. A healthy exchange 
of visiting professors to industry and 
teaching professionals can help to cross 
these boundaries.

Industry prefers elastic scaling of the 
workforce, growing it as the business 
works well and shrinking it at times of 
lower business demand or changes in 
focus. It is not trivial to grow teams in 
new areas, hence the need for reeduca-
tion for repurposing the existing work-
force. Governments could facilitate 
more effective programs and curricula 
for a future elastic workforce.

Industry expects that professional so-
cieties such as the IEEE Computer Society 
can continue to support and educate its 
members in the lifelong learning process. 
This could be achieved through publica-
tions and events that have more practical 
and immediate value to employee train-
ing rather than academic papers.

EDUCATION OF THE FUTURE
Given the changing educational land-
scape and ever-evolving industry needs, 
what should future education look like?

While remote education was evolving 
even before COVID-19, the pandemic has 
proven change possible on a global scale. 
Even postpandemic, education will retain 
a substantial amount of online teaching, 
deferring to in person only for courses 
that require deep interaction, such as in-
novation, design, and troubleshooting.

Education will organically move away 
from entirely independent systems and 
become integrated into a global ecosys-
tem that respects the needs of individual 
local regions. Education will continue to 
maintain a holistic, broad approach, just 
enough to provide a sufficient base, but 
the rest will be with purpose to fulfill the 
needs of emerging industry verticals, 
markets, and new technologies.

Part of this broad knowledge will come 
from home schooling and self-education, 

but the focus will be on the use and ap-
plication of knowledge. “Educating by 
doing” will increase in importance, es-
pecially complemented with practical 
assignment projects and internships, 
which all have been proven possible re-
motely even if not desired (interns like 
to travel to new sites).

Synergy between highly successful 
schools and industry in some unique 
areas such as Stanford in Silicon Valley, 
Santa Clara University, and San José State 
University will continue, but this will be-
come more global. For example, schools 
will start satisfying the needs beyond im-
mediate geographical proximity, serving 
the entrepreneurial community globally. 
Similarly, some professors and students 
may continue to work remotely.

Diversity, equity, and inclusion (DEI) 
will be at the core of all educational activi-
ties. Behavior will not be confined only to 
the walls of one room and go unnoticed. 
Recordings of unacceptable statements 
during lectures have raised DEI awareness 
and reduced tolerance for any unaccept-
able behavior. Statistics of diversity partic-
ipation in schools has enabled industry to 
hire underrepresented minorities much 
more easily, but there is still future prog-
ress to be made in that direction.

LITMUS TEST FOR  
AN IDEAL HIRE
I am both a technologist and a manager, 
and I frequently hire new employees 
and, even more so, interview candi-
dates. The best litmus test of my whole 
theory behind “Educate Back Better” is 
proved via the “eat your own dog food” 
model. My own ideal new hire

›› has both broad and deep skills in 
at least one new area (see Figure 2), 
as evidenced by prior results

›› has the ability to learn quickly, 
as evidenced by learning in a 
variety of areas and via multi-
ple internships

›› can adapt to new needs of the 
company and the market, as 
evidenced by evolving his/her 
own technical agenda during 
education or prior work

FIGURE 2. The shapes represent people with broad knowledge versus those with deep 
knowledge. People who have both deep and broad knowledge are rare (T-shaped) and 
those with two areas of depth (∏-shaped) are even more rare. However, an organization 
has the ability to build teams with a portfolio of technology areas that meet its needs.

Broad Deep T-Shaped Π-Shaped Organization
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›› fits well with the culture and 
social styles of the organiza-
tion, as evidenced by extracur-
ricular activities

›› fulfills self-purpose while 
working in the company, not 
just to do the job, and matches 
the higher goals and pur-
pose that organization has, 
as evidenced by the opening 
statement of his/her résumé

›› approaches work with a 
healthy dose of excitement and 
fun not just as a job, usually 
evidenced in the interview, 
remote or in person

›› understands international and cul-
tural differences and fully respects 
DEI, as evidenced by shared values.

In summary, education, just like work, 
and the workforce are undergoing 
substantial changes due to COVID-19. 

A large number of these changes will 
continue even after the pandemic is 
over. Education will be assisted more 
by industry and governments, weav-
ing into a global ecosystem. New grad-
uates should be much more prepared 
for awaiting jobs, but the traditional 
hiring criteria of doing the job well will 
be enhanced by DEI, broader purpose, 
and the common good. All of this will 
be increasingly more practiced in a con-
nected world. 

ACKNOWLEDGMENTS
I am indebted to Martin Arlitt and Ada 
Gavrilovska for their deeply insightful 
comments and to the “Future of Work-
force” team (Nita Patel, Tom Coughlin, 
Paolo Faraboschi, Eitan Frachtenberg, 
Phil Laplante, Roberto Saracco, and Mar-
tin Arlitt) for motivating discussions. 
Their valuable inputs substantially in-
fluenced the content and presentation of 
this article.

REFERENCES
1.	 M. Arlitt et al., “Future of workforce,” 

IEEE Comput. Soc. Rep., to be published. 
2.	 “Will the tech workplace ever be the 

same again?” IEEE Spectrum Job Site. 
https://jobs.ieee.org/jobs/content/
Will-the-Tech-Workplace-Ever-Be 
-the-Same-Again-2020-07-07  
(accessed June 23, 2021).

3.	 D. Milojicic, “Autograding in the Cloud: 
Interview with David O’Hallaron,” IEEE 
Internet Comput., vol. 15, no. 1, pp. 9–12, 
Jan. 2011. doi: 10.1109/MIC.2011.2.

4.	 “Overview of BLS statistics by indus-
try.” U. S. Bureau of Labor Statistics.  
https://www.bls.gov/bls/industry 
.htm (accessed June 23, 2021).

DEJAN MILOJICIC is a distinguished 
technologist at Hewlett Packard 
Labs, Palo Alto, California, 94304, 
USA. He is a Fellow of IEEE. Contact 
him at dejan.milojicic@hpe.com.

IEEE Pervasive Computing 

seeks accessible, useful papers on the latest 

peer-reviewed developments in pervasive, 

mobile, and ubiquitous computing. Topics 

include hardware technology, software 

infrastructure, real-world sensing and 

interaction, human-computer interaction, 

and systems considerations, including 

deployment, scalability, security, and privacy. 

 Call  
  for Articles

Author guidelines: 

www.computer.org/mc/ 

pervasive/author.htm

Further details: 

pervasive@computer.org

www.com
puter.o

rg/perv
asive

Digital Object Identifier 10.1109/MC.2021.3094707



98 C O M P U T E R P U B L I S H E D  B Y  T H E  I E E E  C O M P U T E R  S O C I E T Y 0 0 1 8 - 9 1 6 2 / 2 1 © 2 0 2 1 I E E E

COMPUTING’S ECONOMICS

C
O

P
Y

R
IG

H
T

 IS
TO

C
K

P
H

O
TO

, C
R

E
D

IT
: S

IT
T

IP
O

N
G

 P
H

O
K

A
W

AT
TA

N
A

A ccording to The Netherlands-based market in-
telligence platform Blockdata, traceability 
and provenance constituted the most popular 
blockchain use case among the world’s biggest 

brands in 2020.1 This use case of 
blockchain is especially important 
in developing countries, where most 
serious environmental, social, and 
governance issues can be found.2

Vulnerable smallholder farmers 
who grow subsistence and cash crops 
and workers in artisanal and small-
scale mines (ASMs) in these coun-
tries are often exploited by powerful 
supply chain actors.

Due to social issues such as hu-
man rights violations and environ-
mental injustice, some developing 
countries have lost the trust of devel-
oped world-based multinational en-
terprises.3 To take an example, until 
2019, the German manufacturer of 

luxury automobiles BMW sourced its cobalt needs from 
many countries, including the Democratic Republic of the 
Congo (DRC). In 2019, BMW announced its plans to avoid 
the DRC and source cobalt from Morocco and Australia 
instead, starting in 2020, for the production of electric ve-
hicles. BMW’s decision to avoid cobalt from the DRC was 
based on several factors, including sustainability.4 Due to 

The Economics 
of Blockchain-
Based Supply Chain 
Traceability in 
Developing Countries
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Shirking, cheating, and other misbehaviors are 

pervasive in many developing countries, increasing 

the costs of economic exchanges. Blockchain-

based solutions may address these problems and 

help developing world-based economic actors to 

engage in exchange relationships. 
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the weak rules of law, ineffective and 
corrupt law enforcement, and ineffi-
cient judiciary systems, many actors 
shirk, cheat, and engage in opportu-
nistic behavior with impunity in coun-
tries such as the DRC.

Blockchain-based solutions have the 
potential to address these types of prob-
lems and help developing world-based 
economic actors engage in exchange 
relationships. Sustainability-related in-
dicators can be measured with emerg-
ing technologies such as artificial intel-
ligence (AI) and machine vision, using 
data from Internet of Things devices, 
remote sensing satellites, and other 
sources. Blockchain can help establish 
the authenticity of measurement data. 
Blockchain-based smart contracts, which 
execute automatically when certain 
conditions are met, can address some 
of the deficiencies of existing problems 
associated with contract laws and their 
enforcement in these countries. All of 
these features can increase efficiency 
and help developing world-based eco-
nomic actors to build and gain the 
tr ust of the counterparties in eco-
nomic transactions.

In light of these considerations, in this 
article, we look at how blockchain can 

help developing world-based economic 
actors engage in exchange relationships. 
We illustrate this by considering several 
blockchain-based traceability solutions 
implemented in developing countries.

 BLOCKCHAIN-BASED 
SOLUTIONS’ EFFECTS 
ON THE COSTS OF 
EXCHANGE
Among the key factors that influence the 
costs of exchange are 1) the costs of mea-
suring and 2) the costs of enforcement.5

Regarding 1), measuring the dimensions 
and attributes of the goods and services 
being exchanged or the performance 
of agents is not an easy task.5 Block-
chain-based traceability systems can 
provide new methods for accurate mea-
surements to describe precisely what 
the parties engaged in a transaction 
are exchanging and what performance 
characteristics can be expected.

Regarding 2), in a society character-
ized by perfect contract enforcement, a 
neutral third party impartially evalu-
ates disputes and awards compensation 
to the party affected by a violation. In 
such a situation, opportunism, shirking, 
and cheating are not attractive options. 
However, the real world is far from ideal. 

The high costs of measurement often 
make it difficult to determine if a con-
tract has been violated and, if so, who 
violated it. Many developing economies 
have a weak rule of law and lack well-de-
veloped court systems and state’s coer-
cive power to enforce judgments. It is 
difficult to employ complex contracting 
as a formal governance tool.

Several blockchain solutions have 
been launched that have the potential 
to address measurement and enforce-
ment issues. In Table 1, we look at the ef-
fects of blockchain-based traceability 
systems on the costs of measuring and 
enforcement.

MEASURING
In the previous BMW example, the 
company’s decision not to source cobalt 
from the DRC was due to the difficulty 
in determining whether the mining 
companies’ practices were sustainable. 
Nongovernmental organizations and 
activists are promoting corporate social 
responsibility by naming and shaming 
companies that are responsible, know-
ingly or unknowingly, for human rights 
violations and child abuse.

 Some blockchain-based traceabil-
ity solutions have been launched to 

TABLE 1. The effects of blockchain-based traceability systems on measuring and enforcement. 

Effect Explanation Examples 

Facilitating 
measurements

Measure the attributes of goods and services/performance 
of agents that otherwise cannot be measured

Circulor’s system captures data related 
to cobalt’s origin, attributes, and supply 
chain participants’ actions 

Lowering costs of 
measurement

By automating, costs of measuring can be reduced In the solutions of Circulor, Bext360, 
and BlocRice, costs to small commodity 
producers are lower than the alternatives 

Increasing accuracy of 
measurement

In many cases, compared to humans, machines can provide 
more accurate and objective measurements of the attributes 
of goods and services or the performance of agents

Bextmachines use machine vision and 
AI to analyze coffee cherries and coffee 
parchment 

Strengthening contract 
enforcement with 
transparency and 
documentary evidence

A higher degree of authenticity can be achieved in 
documentary evidence, such as contract documents, which 
can make contract enforcement more effective and less 
costly 

eMin tool to benefit migrant workers in 
the seafood industry 
Parties in BlocRice’s contract include 
organic farmers and rice exporters in 
Cambodia and buyers in The Netherlands. 
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address measurement challenges in 
the context of sustainability practices 
in developing countries. With such 
solutions, it is possible to measure the 
attributes of goods and services or the 
performance of agents that otherwise 
cannot be measured and establish the 
authenticity of measurement data.

The U.K.-based traceability-as-a- 
service provider Circulor operates a 
blockchain platform to monitor cobalt 
from the DRC used in electric vehicle 
batteries.6 Circulor combines block-
chain with AI to perform due diligence, 
detect data anomalies, and identify 
actions that may need additional in-
vestigation. The data captured include 
the cobalt’s origin, attributes (for ex-
ample, weight and size), the chain of 
custody, and information to establish 
supply chain participants’ compliance 
with globally recognized guidelines.7

In July 2020, Volvo Cars’ venture 
capital investment arm Volvo Cars Tech 
Fund teamed up with other investors 
to further develop Circulor’s trace-
ability system.8 The new funding was 
intended to train and improve Circu-
lor’s machine learning models to dis-
tinguish between children and adults 
working in the mines with a high level 
of accuracy, using the data obtained 
from aerial imagery of mining.9

Also, some blockchain-based solu-
tions are more affordable than alter-
native technologies used in establish-
ing and demonstrating supply chain 
traceability. Table 2 presents three 
such solutions. For instance, the In-
ternational Tin Industry Association 
Tin Supply Chain Initiative’s (ITSCI’s) 

bagging and tagging system is an es-
tablished traceability program, which 
was started in response to the Dodd–
Frank Wall Street Reform and Con-
sumer Protection Act, which requires 
U.S. companies to vet their supply 
chains.10 Countries that are covered 
under this legislation include South 
Sudan, Uganda, Rwanda, Burundi, 
Tanzania, Malawi, Zambia, Angola, 
Congo, the Central African Republic, 
and the DRC. The ITSCI does not use 
blockchain. Complaining about the 
high costs of the ITSCI at a 2019 min-
ing forum in Kigali, Rwanda, the chief 
executive officer of Rwanda Mines, 
Petroleum and Gas Board, demanded 
that “the cost of traceability and due 
diligence must be reduced to make it 
affordable and fair.”11 An ASM produc-
ing 0.5 ton per month is required to pay 
US$780–1,080/year to use ITSCI trace-
ability. Circulor has said that its sys-
tem will change the business models 
of ASMs by shifting traceability costs 
from miners to end users.12 Its mo-
bile app is free for small companies, 
whereas companies further up the 
supply chain pay and use more compli-
cated interfaces.13

Some blockchain-based traceabil-
ity systems automate measurements. 
Such systems replace labor-intensive 
activities, such as physical inspection 
and paper work, which can reduce the 
costs of measuring. In the coffee indus-
try, such audit tasks are performed by 
intermediaries such as certification 
agencies, which are estimated to cost 
as high as US$0.91 per pound of cof-
fee.14 For instance, in the agriculture 

sector, a key role of middlemen is to re-
duce the measurement cost problem.15 
Middlemen are more likely to visit the 
farm during cultivation and harvest 
compared to urban wholesalers and 
bigger traders.16

An example of a company providing 
a blockchain-based traceability sys-
tem that has eliminated labor-inten-
sive audit tasks is Denver, Colorado, 
based startup Bext360. Its kiosks in 
Uganda and Ethiopia evaluate cof-
fee beans using a Coinstar-like de-
vice known as a bextmachine, which 
e m ploys smart image recognition 
technology machine vision, AI, and 
blockchain to grade and track coffee 
beans. Bext360’s systems store data re-
lated to the time, date, and location of 
transactions and the amount paid. The 
systems also record indicators related 
to sustainable sourcing and satellite 
images to determine if producers are 
polluting water.17

As another example, in 2018, the char-
itable organization Oxfam launched 
the Blockchain for Livelihoods From 
Organic Cambodian Rice (BlocRice) 
project in Cambodia. It uses blockchain 
to improve Cambodian small-scale rice 
farmers’ bargaining and negotiating 
power by storing relevant data on a 
blockchain system. BlocRice is argu-
ably a lower cost social certification 
mechanism compared to alternatives 
such as FairTrade.18

Blockchain systems would allow 
for accurate and objective measure-
ment of the attributes of the goods 
and services being exchanged or the 
performance of agents. This aspect is 
important because smallholder farm-
ers often get paid low wages due to 
the subjective quality assessment by 
powerful value chain actors, such as 
middlemen and industrial buyers.19 
In the bextmachine example, machine 
vision and AI, rather than human be-
ings, measure the quality of coffee. 
Bextmachines take a 3D scan of each 
bean’s outer fruit to analyze coffee 
cherries and coffee parchment.20 Farm-
ers who supply bigger and riper cher-
ries are paid more.

TABLE 2. Some blockchain solutions to trace/track commodities.

Blockchain  
solution Implemented in 

Commodities 
traced/tracked 

Cost performance in relation 
to available alternatives

Circulor’s  
platform 

The DRC Cobalt ASMs do not pay for 
traceability 

Bext360 Ethiopia and 
Uganda

Coffee Because of automated 
processes, costs are lower than 
those of certification agencies

BlocRice Cambodia Rice Lower costs compared to 
FairTrade
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The bextmachines link the output 
to cryptotokens, which represent the 
coffee’s value. New tokens are auto-
matically created when the product 
passes through the supply chain. The 
values of tokens increase at each suc-
cessive stage of the supply chain.14

ENFORCEMENT
Blockchain-based solutions can also 
help address human rights issues, such 
as slave labor and the exploitation of 
migrant workers. For instance, the ma-
rine fishing industry exhibits a high 
propensity to use “slave” or underpaid 
labor due to its huge size and the lack of 
enforcement mechanisms. Most of the 
workers in the Thai fishing industry are 
migrants from Cambodia and Myan-
mar. These workers are paid about 25% 
lower than the Thai minimum wage. 
They often sign a contract in their home 
country, but that changes when they ar-
rive in Thailand.21

The blockchain solutions provider 
Diginex has been working with the 
International Organization for Migra-
tion and the antislavery organization 
the Mekong Club to ensure ethical 
recruitment of migrant workers by 
increasing the transparency of work-
ers’ contracts.22 Its blockchain-based 
mobile app eMin stores copies of em-
ployment contracts for workers in the 
aquaculture sector.21 Workers can ac-
cess their contracts on the Ethereum 
blockchain, which can be used as a ba-
sis for claiming the rights and benefits 
offered when they were recruited.21

Likewise, in BlocRice, key parties 
involved in the contracts include agri-
cultural cooperatives, organic farmers, 
and rice exporters in Cambodia and 
buyers based in The Netherlands. The 
term of the contract is that the exporter 
will pay farmers the market price plus 
a premium.23 Such a condition would 
guarantee a market for the rice and re-
duce some uncertainties for farmers.23 
Each farmer receives a digital identity, 
which can be used to log onto a website 
to see details such as shipment weights 
and prices. The information is avail-
able in both Cambodian and English.24

ENABLERS AND INHIBITORS 
OF BLOCKCHAIN 
DEPLOYMENT IN 
DEVELOPING COUNTRIES
Many factors have facilitated the im-
plementation of blockchain-based 
traceability systems in the developing 
world. Because of the increasing com-
petition in the area of enterprise block-
chain, there are several quick and easy 
options to develop blockchain projects 
in supply chains. For instance, enter-
prise blockchain solutions based on 
Hyperledger Fabric, which are used in 
Circulor’s traceability system, are of-
fered by a number of technology com-
panies, such as IBM, Amazon Web Ser-
vices, SAP, Oracle, and Microsoft. For 
instance, SAP provides Hyperledger 
Fabric on its cloud platform, and Mic-
rosoft offers this solution on Azure.25 
Companies do not need to worry about 
infrastructure, storage, and network-
ing costs. A ready-made blockchain 
platform also has sharing, encryp-
tion, a consensus algorithm, and a 
peer-to-peer network.25

Such systems are becoming afford-
able, and their ease of use is improving. 

Using Circulor’s system, for instance, 
small mining companies do not see an 
increase in their workload. The mobile 
app is easy to use.26 Once the miners 
open the app, there are three buttons 
on the front page. A step-by-step pro-
cess is presented by clicking “Start.” 
The process begins with facial recog-
nition. The next process involves the 
scanning of a tag to enter the details of 
minerals such as cobalt.26

Blockchain’s future potential is 
even greater. For instance, block-
chain-based smart contracts in com-
bination with automated payments 
would be the game changer in the agri-
culture sector. Such systems can make 
it possible for small-scale farmers to be 
automatically paid when the produce 
is delivered.

Many challenges remain, however. 
First, a large proportion of populations 
living in rural areas in least developed 
countries (LDCs), which are low-in-
come countries that perform poorly in 
human assets and face high economic 
vulnerability, lacks connectivity (Fig-
ure 1). The penetration rates of mobile 
devices such as smartphones are low 
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FIGURE 1. A comparison of connectivity indicators in LDCs and the world (in percentage 
of the population). Data for computer use and Internet use are for 2019. Others are for 
2020. (Data source: International Telecommunications Union.)
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in these countries. For instance, in 
2019, only 10–20% of the farmers had 
smart phones in Cambodia.13 These 
factors increase the costs of establish-
ing and operating traceability sys-
tems. Some farmers are illiterate and 
thus cannot take advantage of block-
chain-based traceability systems.

The implementation of smart con-
tracts also requires high-quality data, 
such as those related to the weather. 
In the absence of such data, block-
chain-based solutions such as BlocRice 
provide only a small improvement over 
the current alternatives. The availabil-
ity of risk-sharing and risk-transfer 
mechanisms such as farm insurance is 
critical to improve the livelihood and 
development of farmers. In addition, 
the regulatory frameworks to support 
blockchain-based innovations such as 
smart contracts are lacking.

B lockchain-based solutions 
have been designed to measure 
sustainable practices, which 

would help reward responsible and 
ethical behaviors and penalize un-
ethical and irresponsible ones. Such 
solutions can help economic actors 
in developing countries to engage in 
exchanges as well as reduce the costs 
of and maximize the benefits from an 
exchange relationship. Since a key 
role of middlemen in these countries 
is to reduce the measurement cost 
problem, automated measurements 
of blockchain-based traceability sys-
tems can eliminate intermediaries. 
This would allow economic actors 
with limited resources, such as small-
holder farms and ASMs, to increase 
their incomes. 
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We are long past discussions about the ben-
efits of proprietary software versus open 
source software (OSS). The world we live in 
is built on OSS. The software exists in com-

plex infrastructures and supply chains, often alongside 
proprietary programs. It is more ubiquitous and complex 
than ever, and it is continuing to grow. Corporations have 
embraced OSS in a way few could have imagined 40 years 
ago. For example, automotive-grade Linux is deployed in 

dozens of vehicle models, and Ku-
bernetes enables massive on-de-
mand scaling for a wide range 
of online firms. All this begins 
with a project or Git repository, 
where bugs are fixed, features 
are added, and discussions about 
the inclusion of contributions 
take place. When OSS projects 
are used by others, they become 
part of a larger supply chain com-
posed of many released versions 
that delivers value to software

consumers. The projects and products depend on yet an-
other layer of OSS: the dozens to thousands of libraries
imported by each software component. OSS’s ubiquity is 
making it more visible, and its complexity is making it 
more difficult to manage. In this article, we illustrate how 
a five-year project, Community Health Analytics for Open 
Source Software (CHAOSS), helps improve the effective-
ness of the people who build, maintain, contribute to, and 
consume OSS in an interconnected world.

As Gonzalez-Barahona1 describes in an earlier col-
umn, the history of free and open source software (FOSS) 
is largely the story of computer scientists laboring to 
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We explore the Community Health Analytics 
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plays an integral role in the automation of key 
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make core computing functions avail-
able across an expanding number 
of architectures. The growth of con-
temporary software infrastructure 
is the cousin of early FOSS work, and 
it persists with increasing corporate 
sponsorship through paid contribu-
tors and organizations, such as the 
Linux Foundation. The motivation for 
OSS infrastructure work is moving 
beyond the core value of open produc-
tion, increasingly centering on the 
open sourcing of corporate intellec-
tual property that a firm, or a collec-
tion of firms, determines is essential 
and nonmarket differentiating. If we 
all need it, why not share the cost of 
maintenance and evolution?

Ind iv idua ls a nd orga n izat ions 
from a significantly more diverse set 
of domains than the early days are 
also working on OSS projects and de-
livering OSS products. The United 
Nations Children’s Emergency Fund 
maintains a portfolio of more than 
800 OSS projects aimed at attain-
ing policy goals, social good, and 
greater diversity in the OSS contrib-
utor pool. Scientists researching dis-
eases, biological and plant genomes, 
and pharmacological treatments de-
pend, to a growing extent, on a sub-
stantial OSS ecosystem. Journalists 
are using OSS to close information 
and skill gaps within individual, in-
creasingly resource-star ved news-
rooms to fulfill their roles, and even 
video game designers are starting to 
build their work using OSS engines, 
such as Godot (https://godotengine
.org/). If you use a computer, drive a 
car, or purchase groceries, it is a vir-
tual certainty that a number of OSS 
products interact to ensure your suc-
cess. The realization that our world 
is constructed on OSS il luminates 
our need to understand how our built 
environment shapes our lives4 and 
how we can continue to structure and 
maintain a world we want to inhabit.

Diversity, ubiquity, and complex-
ity within each OSS application adds a 
responsibility for computer scientists 
and others to be aware of the health 
and sustainability of their projects and 
of those they depend on. One result of 
our collective recognition of OSS com-
plexity awareness is the formation 
and development of the Linux Foun-
dation’s CHAOSS project (https://cha
oss.community), which is the product 
of active engagement from hundreds 
of OSS maintainers, contributors, cor-
porations, and domains of construc-
tion and use. In the remainder of this 
article, we describe the CHAOSS ap-
proach for addressing OS health and 
sustainability, the project’s core focus 
areas, and how the project’s software 
(Augur) plays an integral, ethically 
grounded role in the automation of key 
measures that make project growth, 
risk, value, and potential transparent 
at today’s OSS scale.

OSS HEALTH
CHAOSS develops tools to support 
consistency for OSS maintainers and 
other stakeholders in their individual 
assessments of projects and ecosys-
tem health and sustainability. While 
mundane in appearance, critical his-
torical gaps have been closed through 
the project. For example, OSS health 
and sustainability metrics originate 
from earlier tools focused on measur-
ing commit activity, which the authors 

outline in a recent review of the litera-
ture.2 Activity metrics are helpful but 
incomplete for understanding con-
temporary health and sustainability 
questions that organizations, individ-
uals, and foundations ask about OSS 
project portfolios that often number 
in the thousands, usually include de-
pendencies on many other OS projects, 
and influence corporate valuations.3

As OSS began experiencing something 
of a Cambrian explosion, the need for 
CHAOSS reached critical mass in 2017.

CHAOSS recognizes that the grow-
ing complexity associated with OS 
work, when mitigated through re-
search that boosts visibility beyond ac-
tivity metrics, is likely to accelerate in-
novation by increasing the adoption of 
shared, essential resources in a larger 
number of cases. For example, within 
organizational boundaries, key con-
tributors are known. However, in OS 
projects, the dynamics of contributor 
turnover can create uncertainty about 
incorporating work into commercial 
products. The effects of that turnover 
and the limits to its visibility heighten 
perceptions of risk. The lack of visibil-
ity, like other issues, can have direct 
and lasting impacts on the work found 
in OS projects.

Most organizations (for example, 
corporations, nonprofits, collabora-
tives, and universities) that engage in 
OS projects rely on a small number of 
experts who use heuristics to assess 
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opportunities and approximate the 
value and risk of participation. Prior 
to the CHAOSS project, metric defini-
tions were idiosyncratic; the tools were 
a bricolage of homegrown and small-
scale OSS projects. Organizations had 
difficulty consistently understanding 
the return on their OS investments, 
especially more strategic ones that 
crossed ecos ystem s a nd i ncluded 
competitors. Metrics and tooling that 
reach beyond activity measures make 
OS projects work and the subsequent 
evolution of OSS more visible. The 
growing uptake of standardized met-
rics and software from CHAOSS is 
helping organizations assess risk and 
value in ways that overcome the use-
ful but haphazard assessments that 
are commonplace.

In a drive to make OS projects more 
sustainable, the CHAOSS project has 
published more than 55 metrics and 
tools aimed at lifting the veil of com-
plex interdependencies that encum-
ber sustainable growth. In the sec-
tions that follow, we define the scope 
of five core working groups and their 
focus areas that increase the visibil-
ity of multiple dimensions related to 
project health. While metrics are or-
ganized within the working groups 
that develop them, you may recog-
nize alternate, potentially more use-
ful structural presentations, and we 
welcome those suggestions on our 
mailing list (https://lists.linuxfoun 
dation.org/mailman/listinfo/chaoss).  
Our working group structure and the 
developed met r ics a re i l lust rated 
i n Figure 1.

Five core working groups
CHAOSS metrics for code development 
activity and quality as well as issue 
resolution, efficiency, and community 
growth are devised by the Evolution 
Working Group (https://github.com/
chaoss/wg-evolution). Long-standing 
metrics focused on commit activity 
are developed and maintained pri-
marily within this group. Most of the 
activity metrics that are not produced 
there are part of the Common Working 

Group (https://github.com/chaoss/
wg-common), which also creates mea-
surements that are of interest to mul-
tiple other groups. The Risk Working 
Group (https://github.com/chaoss/
wg-risk) maintains metrics focused 
on license coverage, Construction In-
dustry Institute best practices, and 
hazards pertaining to maintainer di-
versity. More recently, it has defined 
metrics, measures, and resource lists 
for understa nd i ng t he i ncreasi ng 
complexity of dependencies between 
projects. Dependency concerns are es-
pecially prominent in the work of OS 
program offices, community manag-
ers, and project maintainers.

The Value and the Diversity, Eq-
uity, and Inclusion (DEI) Working 
Groups develop and maintain metrics 
that are more difficult to derive solely 
from Git platforms, issue trackers, 
and electronic project communica-
tion. For example, the Value Working 
Group (https://github.com/chaoss/ 
wg- v a l u e)  d e v e l o p s  m e t r i c s  f o r  
a s sessing project popularity, labor  
investment, and OSS as a social good. 
The DEI Working Group (https://github 
.com/chaoss/wg-diversity-inclusion/) 
crafts metrics focused on event inclu-
sivity and that aim to raise awareness 
of project practices, such as mentorship 
and managing burnout, and other fac-
tors that have been shown to foster or 
erode inclusiveness. These two groups 
help CHAOSS move beyond measuring 
health and to advance the sustainabil-
ity of OSS as a whole.

GROWING OSS 
CONTRIBUTION
CHAOSS has generated concrete met-
rics for more than 10,000 OS projects 
and implemented reporting systems 
tailored to the needs of several dozen 
cor porate organizations. The most 
prominent types of analysis desired 
by project maintainers relate to the 
retention of contributors and the re-
sponsiveness of maintainers to con-
tributions. In some cases, projects 
have focused on competitive anal-
ysis along the lines of maintainer 

responsiveness, recognizing that faster 
replies are more likely to keep con-
tributors engaged. Figure 2 i l lus-
trates a competitive analysis of main-
tainer responsiveness, and Figure 3 
describes the integration of several 
CHAOSS metrics focused on contrib-
utor retention.

To make OS projects more sustain-
able, CHAOSS focuses on making work 
visible. Our members apply theories of 
organizational development and ana-
lytical tools that advance visibility to 
support the exponential growth and 
increasing interdependency that OSS 
is undergoing. As CHAOSS cofound-
ers, maintainers, and board members, 
we apply our deep, embedded field-
work in concert with machine learn-
ing and network science to facilitate an 
energetic response to these changes. 
CHAOSS recognizes that software en-
gineering is part of adapting to this 
phase shift. In that context, one risk 
to future software engineering prac-
tices is that social, organizational, and 
technical responses to change will 
unintentionally replicate existing ap-
proaches that are incommensurate to 
a problem. For example, more of the 
work is performed by a less diverse 
collection of people, who build OSS for 
pay, than we find in other professions. 
Advancing inclusivity in OS work and 
the now ubiquitous impact OSS has 
on society are growing focuses of the 
CHAOSS project.

DEI event badging
The reshaped world of OSS demands 
that CHAOSS not only standardize 
metric definitions and tool kits but in-
novate with programs that strive to in-
crease the workforce through greater 
d ive r s it y a nd i nc lu s ion. O u r DE I 
event badging program (https://chaoss 
.community/diversity-and-inclusion 
-badging/) has already recognized 21 
major initiatives in the Kubernetes, 
cloud-native, and other OSS commu-
nities (https://github.com/badging/
e v e n t- d i v e r s i t y - a n d -i n c l u s i o n) , 
following an open peer-review pro-
cess modeled after Journal of Open  
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Source Sof t ware  (ht t ps://joss.t heoj 
.org/). Such rapid success illustrates a 
wider recognition of DEI as central to 
managing the changed nature of OSS. 
The badging program has several tiers 
based on the number of CHAOSS DEI 
metrics attained, in much the same 
way the Core Infrastructure Initiative 
(https://bestpractices.coreinfrastructure 
.org/en) issues badges, a s show n 
i n Figure 4.

TOOLS FOR SCALING HEALTH 
AND SUSTAINABILITY 
AWARENESS
Developing and distributing common 
definitions for OSS health metrics in-
cludes collaboration among hundreds 
of OSS organizations that recognize 
the urgent need to move beyond activ-
ity metrics, yet a dictionary of sorts is 
of limited use without implementation 
in software. CHAOSS tools, such as Gri-
moireLab (https://github.com/chaoss/
grimoirelab) and Augur (https://github 
.com/chaoss/augur; https://github.com/

chaoss/augur-community-reports), im-
plement CHAOSS metrics and present 
them in ways that enable maintainers, 
contributors, and other stakeholders to 
draw inferences about the relative health 
and sustainability of their projects by us-
ing indicators whose consistency, if not 
perfection, can be trusted.

Analyzing information 
within ecosystems
Prior to the CHAOSS project’s introduc-
tion of Augur, OSS metrics collection 
and persistence focused on the analysis 
of individual efforts and predefined col-
lections of initiatives, using definitions 
that were specific to each tool. Augur’s 
design supports the phase shift in the 
number of projects and the dependencies 
between them by collecting lists of repos-
itories where dependencies are managed 
and where contributors and maintainers 
work, beyond the predefined scope of 
analysis. This type of “snowball collec-
tion” of basic information makes it pos-
sible for OS program offices, community 

managers, scientists, and other stake-
holders to take a peek at parts of their 
infrastructure that were not visible before 
CHAOSS consistently defined metrics 
and developed tools to address contem-
porary challenges.

CHAOSS recognizes that ecosys-
tems are defined by the goals and 
questions of each OSS stakeholder. 
A science OS ecosystem is typically 
bounded by a particular field that de-
velops and uses OSS. Corporations of-
ten participate in and manage numer-
ous interconnected ecosystems. With 
a consistent taxonomy of metrics, each 
stakeholder is enabled, through the 
flexible and well-defined data struc-
tures Augur implements, to combine 
and present the most critical informa-
tion for decision making at any point 
in time. CHAOSS and Augur can an-
swer questions such as, “Where are the 
most vulnerable dependencies across 
11,000 OSS projects in one program of-
fice?” and “What are the most vulnera-
ble dependencies in each project?”

Repo A, Merged/Accepted

Repo A, Not Merged/Rejected

Repo B, Merged/Accepted

Repo B, Not Merged/Rejected

Repo C, Merged/Accepted
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FIGURE 2. Zephyr is a real-time operating system for critical infrastructure. This analysis compare’s Zephyr’s pull request respon-
siveness to that of competing products through time, using a heat map-style visualization. The competitors have been anonymized 
to maintain a focus on Zephyr. 
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Linking ecosystems for 
corporatized open
Source. Rapid OSS growth also means 
fast changes to the ways corporations 
bound the different ecosystems in 
their spheres. Applying CHAOSS met-
rics enables OSS leaders’ real-time 
awareness of software that may be-
come part of an ecosystem they are 
engaged in or soon will be. Risk aware-
ness, in contrast, focuses on the OSS 
ecosystem as it is now, with the soft-
ware bill of materials Augur provides, 
using the Software Package Data Ex-
change standard and FOSSology scan-
ners; details about file-level license 
declaration completeness and diver-
sity; and reasonably clear informa-
tion about the organizations and con-
tributors that are most essential for 
a project’s health and sustainability. 

Through support from programs, such 
as the Google Summer of Code, and 
growing partnerships with the Open 
Source Security Foundation, CHA-
OSS and Augur are on the leading 
edge of defining essential indicators 
of OSS health: software security, soft-
ware bills of material, development 
time, and runtime dependencies.

Augur: Making subtle project changes
Transparent, with ethical artificial in-
telligence. Dependencies, licensing, 
emerging ecosystems, and software 
bills of material, while complex, are 
being incorporated into CHAOSS met-
rics and Augur by using discrete, dis-
coverable data. There are, of course, a 
number of OSS projects that have frac-
tured or declined despite their criti-
cal importance. Often in these cases, 

the reasons are subtle and, with the 
growth of OSS, more challenging to 
identify early enough for intervention. 
Typically, early warning signs can 
be found in project communications 
on mailing lists, issue trackers, and 
merge request discussions. The vol-
ume of those communications enables 
“trouble in paradise” issues that go un-
noticed for too long.

Machine learning, artificial intelli-
gence, computational linguistics, topic 
modeling, clustering, and statistical 
anomaly detection are useful for iden-
tifying project health concerns earlier. 
In our experience working with OSS 
teams using Augur’s seven computa-
tional models, applying these technol-
ogies is most effective if two conditions 
are mutually understood. First, no 
one model is sufficient for identifying 

FIGURE 3. New contributors can be understood from many perspectives. Zephyr maintains a constantly updating instance of Augur 
that can generate a report (http://zephyr.osshealth.io:5222/api/unstable/contributor_reports/new_contributors_stacked_bar/ 
?repo_id=26222) at any time. 
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projects experiencing challenges or in 
the early signs of remarkable success. 
An integrated analysis using all seven 
models provides more useful informa-
tion. Second, human judgment, clear 
communication, and the protection of 
individual privacy are paramount if 
CHAOSS metrics emerging from these 
tools are to be useful and accepted by 
the maintainer and contributor com-
munities. In our view, metrics and tools 
leveraging these technologies are un-
ethical if humans are removed from the 
interpretation of results.

USEFUL SIGNALS FOR A 
HIGH-VELOCITY OSS WORLD
The issues of OSS health and sustain-
ability are nearly as old as OSS itself. 
In our four years focused on CHAOSS, 
we have observed nearly daily a range 
of customs, communication patterns, 
and contribution cycles, and we have 
seen the effects that changing alliances 
have on goals and the questions OSS 
leaders need answered. In some cases 
of applying CHAOSS metrics, within 
weeks, questions that were never asked 
before emerge and require answers. At 
times, these sudden shifts have finan-
cial motivations; in other cases, legal 
rulings and the unexpected growth 
of new technologies drive them. Can-
didly, many discussions about the 
shortage of OSS engineers reference 
Ostrom’s “overgrazed commons” met-
aphor to illustrate the constraint. Yet, 
activity metrics alone show how the 
OS contributor community remains 

insufficient for the work at hand, with-
out suggesting remedies.

Based on emerging needs, the CHAOSS 
project will monthly identify and de-
velop new signals. Often, Augur and 
other CHAOSS tools respond rap-
id ly to implement t hose metrics to 
support decision making. To sustain 
our efforts, the partnerships we have 
formed help reseed our commons, 
but the volume of work continues to 
outpace the availability of OSS engi-
neers. To continue developing use-
ful metrics and tools, and for OS in 
general, it is becoming increasingly 
clear that one of our necessities is to 
identify and remove shared obsta-
cles, which take many forms, such as 
barriers to careers in OSS. There are 
known impediments of context and 
distance that are basic features of 
OSS and that will likely remain in 
the future. However, others may be 
more manageable.

We think part of the upcoming con-
tribution of CHAOSS can involve work-
ing with current and future projects 
to classify goals and related activities 
into categories of obstacles that pro-
vide shared utility. Not every project is 
at the same point in its evolution or fo-
cuses its questions on the same CHAOSS 
metrics. In fact, there is a good deal of 
organization-, ecosystem-, and main-
tainer-focused curiosity that drives 
the application of CHAOSS metrics 
through a “context” filter. In each case, 
prior work and lessons inform how we 
identify and classify obstacles. Briefly, 

during activities when CHAOSS con-
tributors seek and explore obstacles in 
a general sense, they attempt to map 
risks to project health. Some activities 
in this category include health and 
sustainability metrics, including soft-
ware licensing and regulation, and the 
increasing number of dependencies, 
such as when an OSS project imports a 
library from another.

Reflecting on our work with part-
ners on DEI in OSS, we have observed 
and been told of project communica-
tion patterns that welcome newcom-
ers and others that do not. We have 
gathered a number of oral narratives 
on the CHAOSS podcast that illus-
trate how efforts to help people rec-
ognize relationships between their 
motivations is an effective tool to 
make newcomers recognize, frankly, 
that OSS exists and that they can be 
paid for it. The increasing interest in 
understanding obstacles that impact 
DEI health is a reflection of what we 
should all know: contributors are the 
lifeblood of every OSS project, and OS 
health and sustainability require cre-
ating a diverse, equitable, and inclu-
sive environment.

T he future of OS metrics, as found 
in CHAOSS and through ad-
vanced tooling, such as Augur, 

seems virtually assured by the incredible 
growth of OSS. Through our work, we 
have assisted a number of OS projects, 
talked with hundreds of contributors 
and maintainers, and occasionally ven-
tured out of that bubble. Health and 
sustainability for OSS is tied very clearly 
to many aspects of our lives as people: 
fishing, home improvement, travel, 
close relationships, and all the things 
that bring us joy. One CHAOSS member 
summed up this occasionally overlooked 
interconnection well, and we close with 
that thought: “Open source helps power 
virtually every piece of technology in our 
lives. The only way open source technol-
ogy will equitably serve all of us is if we 
center DEI in the design and develop-
ment of that technology.” 

FIGURE 4. There are four levels in the CHAOSS DEI event program. Each represents 
a progressively higher percentage of the DEI metrics that have been met. To date, 21 
major OS conferences have achieved one of the badge levels. 

Level Percentage of Requirements MetBadge

Pending

Passing

Silver

Gold

Less Than 40%

Greater Than or Equal to 40% and Less Than 60%

Greater Than or Equal to 60% and Less Than 80%

Greater Than or Equal to 80%

D&I: Diversity and Inclusion
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The term “cyber resilience by design” (RBD) ap-
pears ever more frequently in the literature1–3

and is the topic of this article. This article is the 
third of a series in this column on cyber resil-

ience—an important attribute of system dependability. 

The previous two were by Linkov 
et. al.12 and Kott and Linkov.9

Before we move any f urther, 
let’s orient ourselves with respect 
to our lexicon. Here, by “cyber re-
silience,” we refer to the ability of 
a system or network of computing 
and communicating devices to 
minimize and mitigate a degra-
dation caused by a successful cy-
berattack.8,10 This is not the only 
definition of “cyber resilience,” 
but we see it as an important one 
and will settle on it for the sake of 
this article. But, what does “by de-
sign” mean?

Opinions differ. Some use the term “by design” when 
arguing that systems must be designed and implemented 
in a provable mission-assurance fashion, with systems’ in-
trinsic properties ensuring that cyberadversaries are un-
able to cause meaningful degradations.5 Others envision 
autonomic resilience,4 where cyber resilience is provided 
by reflexive, no-thinking-required actions of appropriate 
elements within the systems. Yet others7 recommend that 
systems should include built-in, autonomous intelligent 
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by Design or by 
Intervention?
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Maureen S. Golan, U.S. Engineer Research and Development Center and 
Credere Associates
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The term “cyber resilience by design” (RBD) is 

growing in popularity. But what is the other 

resilience, not by design? In this article, we 

explore the differences and mutual reliance of 

RBD and resilience by intervention.
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agents responsible for thinking and 
acting toward the continuous observa-
tion, detection, minimization, and re-
mediation of cyberdegradations. In all 
of these cases, the qualifier “by design” 
indicates that the source of resilience is 
somehow inherent in the structure and 
operation of a system.

But what, then, is the other resil-
ience, not by design? Clearly, there has to 
be another type of resilience. Otherwise, 
what’s the purpose of the qualifier “by 
design?” Indeed, while it is mentioned 
less frequently, there is an alternative 
form of resilience called resilience by in-
tervention (RBI).11 Unlike in the case of 
RBD, in RBI the effects of an external ac-
tor are the necessary source of resilience.

To use a psychological analogy, most 
humans have some innate abilities to 
emotionally cope with adverse effects 
and to return to a precrisis state. Many 
cases, however, require intervention by 
professionals, for example, therapists.14 

In the case of a human, the distinction 
seems clear enough: resilience through 
self-coping mechanisms residing in the 
mind and body reflects RBD while the 
engagement of an external actor (like a 
therapist) is analogous to RBI. However, 
does this distinction make sense in the 
cyberworld, where systems are typically 
distributed and networked and have 
fluid, permeable, and uncertain bound-
aries? How would we even define an “ex-
ternal” actor?

THREE EXAMPLES
To make our discussion more concrete, 
let’s introduce three examples. For 
the first example, Ms. Johnson owns a 
self-driving car. She purchased a ser-
vice in which a third-party provider re-
motely and continuously monitors and 
assesses the cyberhealth of her car and 
issues alerts to her if a compromise is 
detected. Then, Ms. Johnson can take 
her car to any shop of her choice with 
cyber-repair capabilities to have the 
compromise eliminated.

For the second example, Ms. John-
son owns a self-driving car. The car 
includes a resident software agent re-
sponsible for continuously monitoring 
all of the events on the car’s multiple 
computing devices and related inter-
nal and external networks to detect 
and mitigate cybercompromises and 
to ensure that the car can drive even 
when it is cybercompromised.

For the third example, Ms. Johnson 
often gets around by calling a self-driv-
ing cab from Robo-Cab Inc. This com-
pany owns a fleet of self-driving cars, 
controlled and serviced from the com-
pany’s depot. A depot-based system 
monitors each car, safely disables one 
when a compromise is suspected, and 
sends a response team to the vehicle. 
In addition, every few hours, each car 
returns to the depot for a thorough 
checkup and potential reimaging.

Clearly, in each case, we find some 
provisions for cyber resilience. But is 
it RBI or RBD? Before we proceed with 
answering this question, let’s offer two 
perspectives on what differentiates 
RBI and RBD.

INTEGRATION 
AND AUTHORITY
We find that the differences between 
RBI and RBD of a given system are 
more clearly seen in light of two con-
siderations. The first is the degree of 
the integration of the resilience-pro-
ducing elements with the rest of the 
system. On one hand, RBD is likely 
to be found where strong links exist 
between the resilience elements and 
the components that are responsible 
for producing the primary functions 
of the system. On the other hand, if 
the links are established occasion-
ally and selectively based on cir-
cumstances, we are probably look-
ing at RBI.

We should mention that the term 
system in this article refers to a so-
ciotechnical system consisting of 

technical artifacts as well as humans (if 
and when they are integral parts); that 
is, the term encompasses the human, 
software, and hardware partitions of 
an information system. Therefore, 
when we refer to various capabilities 
of a system, those capabilities are al-
located among the humans, software, 
and hardware. Thus, when we refer to 
“intervention” and “external actor,” 
the intervention may be performed 
by a strictly technical system (e.g., the 
external actor being an automated cy-
bermitigation tool), by humans, or by 
a sociotechnical system that combines 
humans and technical means.

The observation that tight inte-
gration is associated with RBD seems 
to be true regardless of the specific 
mechanisms by which resilience is 
established. In the case of a system 
designed with innate cyber-resilience 
properties, as advocated by Jabbour,5

the resilience mechanism is literally 
indistinguishable from the system’s 
primary functional elements, imply-
ing RBD. In the case of a built-in, au-
tonomous intelligent agent responsi-
ble for cyber resilience,7 the agent is 
tightly integrated within the system 
in an RBD fashion.

This is also true regardless of the 
nature of the system, be it, for exam-
ple, technical or biological. For in-
stance, psychological coping mecha-
nisms are inherent in a human and, 
as such, illustrate RBD. A therapist, on 
the other hand, is clearly not integral 
to a human patient, implying RBI.

In addition, the notion of integration 
does not necessarily imply spatial colo-
cation. In a distributed system, various 
functions, including those that provide 
resilience, may reside, say, on different 
computers that are networked but sep-
arated by thousands of miles. This sep-
aration in itself tells us little about RBD 
or RBI. Instead, we should explore how 
closely and persistently these functions 
rely on each other.
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The second perspective that helps 
differentiate between RBD and RBI is 
that of authority. When actions asso-
ciated with resilience are taken (that 
is, actions of resisting, minimizing, 
and mitigating a degradation caused 
by a successf u l c yberat t ack), who 
has the authority to direct these 
a c t ion s? W h o d e c i d e s  w h e t h e r, 
when, where, and how these actions 
a re performed?

When these decision rights are in-
ternal to a system, it does not require 
the permission (or direction) of an ex-
ternal actor to change system proper-
ties or reorganize itself. It is important 
for this authority to quickly seize op-
portunities to minimize disruptions 
or to recover from them. A system with 
an internal decision-making authority 
is able to interpret new information 
within itself or its environment and ad-
just accordingly. The system benefits 
from avoiding potential inefficiencies 
or delays by waiting for an external ac-
tor to yield permission or direction 
for change.

Conversely, a system that lacks in-
ternal decision authority has to rely on 
an external intervention to recover or 
adapt system properties or organizing 
characteristics. Such systems may also 
have advantages. It is possible that ex-
ternal intervention comes with greater 
decision-making abilities and may 
yield greater control over the intended 
future of a disrupted or adapted sys-
tem. External and internal authorities 
may coexist or conflict. We will return 
to this point shortly.

On one hand, if the decision au-
thority resides primarily outside of the 
system, we suspect RBI. If, on the other 
hand, the decisions are made primarily 
within the system (whether by humans 
or by a technical decision-making ele-
ment), it is more likely to be RBD.

Referring again to the emotional 
crisis example, in self-coping, the deci-
sions inevitably reside with the human 
experiencing the crisis. However, when 
a therapist intervenes, the patient may 
express his or her wishes, but the thera-
pist reserves the ultimate authority on 

whether and how to provide a treatment. 
This is characteristic of RBI.

BACK TO THE 
THREE EXAMPLES
Now we are ready to return to Ms. John-
son and her means of transportation. 
Let us use the two perspectives we just 
discussed (integration and authority) 
to explore whether our three examples 
represent RBD or RBI.

In the first example, the integration 
links between Ms. Johnson and her car 
(together they are “the system”) and the 
cyberservice providers are rather weak. 
If Ms. Johnson is unhappy with the ser-
vice or finds a better price, she will read-
ily switch to another provider. She prob-
ably does not adapt her routine or her car 
to the needs of the provider. She would 
prefer to keep her option to choose be-
tween multiple providers. Likewise, 
the providers are unlikely to custom-
ize their services to meet Ms. Johnson’s 
unique requirements. They might try to 
entice her into a long-term contract, but, 
otherwise, Ms. Johnson is just one of  
many customers. Their mutual reliance 
is minimal.

And what about authority? Ms. 
Johnson may express her wishes, but 
ultimately the service providers will 
decide how they provide the service, 
when they will provide it (for example, 
they might say “sorry, this week we 
are too busy”), and which specific pro-
cesses and procedures they will use. 
Ms. Johnson and her car do not have 
much authority over these decisions. 
Let’s conclude: Integration is minimal 
and authority is external to the sys-
tem. This is RBI.

In the second example, the resil-
ience-producing component (a software 
agent responsible for the monitoring 
and mitigation of compromises) is fully 
integrated into the overall system. It is 
customized or custom-designed for the 
given car and for the pattern of opera-
tions characteristic of consumers like 
Ms. Johnson. It is entirely dedicated to 
the car and to Ms. Johnson, and it does 
not have much purpose outside of that 
system. The integration is tight.

The authority for making decisions 
about how to monitor the cyberstate of 
the car, how to detect and analyze the 
compromise, and what mitigating ac-
tions to take all reside with the agent. 
Granted, the agent will attempt to ask 
for Ms. Johnson’s approval in appropri-
ate situations, but, in most cases, the 
agent will have to act autonomously 
because Ms. Johnson will be unavail-
able or unable to make a relevant deci-
sion. Here, we have a tight integration 
of resilience-producing elements into 
the system, and the decision-making 
authority resides internally in the sys-
tem. This is RBD.

However, a lt houg h ra re, some 
i mpacts to t h is c ybers ystem may 
be too large, outside of the scope of 
the software agent’s mitigation or 
repair capabilities, or causing a myr-
iad of cascading impacts that require 
Ms. Johnson to seek specific service 
capabilities elsewhere. In these cir-
cumstances, Ms. Johnson would not 
have any prior commitments or con-
tracts to any service providers, and 
the integration would be loose. And, 
a lt hough t he mon itor i ng ser v ice 
would have authority over the vehi-
cle under situations it would be capa-
ble of mitigating, should Ms. Johnson 
require to seek services elsewhere 
during exceptional events, the sin-
gle-job provider would have the onus 
of recovery and adaptation placed on 
it. The provider would likely collabo-
rate or seek system history from Ms. 
Johnson’s cybermonitor, but a major-
ity of the authority would be external 
to the system. This scenario there-
fore is RBI.

The third example differs signifi-
cantly from the previous two. Impor-
tantly, the system under consideration 
is different. It consists of the fleet of 
cars and the depot. Ms. Johnson is not 
a part of the system; she is an external 
consumer of the services produced by it.

All of the activities related to cy-
ber resilience are integrated within 
the depot-cars system. Note that the 
system is highly distributed and dy-
namic: the depot itself may consist 
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of multiple physical facilities, and 
its cyber-related systems may reside 
on multiple computers, anywhere in 
the world. The cars travel over a wide 
geographic area, constantly changing 
their locations. Nevertheless, all of the 
cyber-resilience components and their 
activities are integrated within this 
distributed system. The depot’s resil-
ience-producing components (includ-
ing human specialists) are designed to 
support the fleet of cars, and the cars 
cannot operate (at least for this busi-
ness model) without the depot support.

The authority for making cyber- 
resilience-related decisions also resides 
substantially within the depot-cars 
system (including its human employ-
ees). The decisions on how to resist, 

minimize, and mitigate a degradation 
caused by a successful cyberattack are 
made by automated or human elements 
within the overall system, even if a de-
cision may be produced in a distributed 
fashion among multiple elements of the 
system. Thus, we have tight integration 
and internal authority, implying RBD. 
See Table 1 and Table 2 for details of 
the examples.  

DESIGN AND 
INTERVENTION SHOULD 
BE COMPLEMENTARY
Needless to say, RBD and RBI, although 
different, are not incompatible. Both 
approaches may coexist. A given system 
may have provisions for both RBD and 
RBI, although this coexistence should 

be carefully orchestrated. In particular, 
a clear protocol should be established 
for the handover of responsibilities be-
tween RBD mechanisms to RBI mech-
anisms and back. If both RBI and RBD 
mechanisms need to operate simulta-
neously, a coordination protocol should 
ensure that their respective actions do 
not produce undesirable interference. 
The interactions of RBD and RBI should 
be specific to each system and situation.

Furthermore, both RBD and RBI 
have their disadvantages. For exam-
ple, relying strictly on RBI (as in Ms. 
Johnson’s first example) may be risky. 
If RBI-based mitigation of a cybercom-
promise cannot be provided rapidly, 
Ms. Johnson could find herself speed-
ing on a highway in a dangerously 

TABLE 1. A comparison of illustrative examples and their implications for cyber-resilience implementation.

Example one Example two Example three

Overview Ms. Johnson owns a self-driving car 
and has a contract with a third-party 
continuous monitoring provider.

Ms. Johnson owns self-driving car 
with a resident software agent for 
continuous monitoring.

Ms. Johnson uses a self-driving 
car service with a depot-based 
continuous monitoring system.

System Ms. Johnson and her car Ms. Johnson and her car with 
monitoring

Robo-Cab, Inc. 
(fleet of cars, depot, monitoring)

Goal Ms. Johnson and her car should 
maintain safe mobility and quick 
recoveries from cyberthreats.

Ms. Johnson and her car should 
maintain safe mobility and seamless 
recoveries from cyberthreats.

Robo-Cab should maintain safe 
mobility for customers and seamless 
recoveries from cyberthreats.

Environment Third-party monitoring, alerts, 
and choice of cyber-repair shop

Any self-driving car shop/garage Ms. Johnson and her mobility needs

Integration Loose:
There is a weak link between Ms. 
Johnson and the repair process.

Tight:
There is a tight autonomous response 
by the software agent (representing 
Ms. Johnson) and repair process.
Loose:
Certain disruptions require one-time 
contracts with specialty shops.

Tight:
The fleet, depot, and support 
are uniquely designed for the 
distributed system.

Authority External:
Service providers decide the path 
forward and are responsible for 
repair outcomes.

Internal:
The resident software agent holds 
the responsibility for repairs.
External:
The specialty shops are responsible 
for repairs.

Internal:
Robo-Cab’s cyberphysical-human 
team holds the responsibility for 
repairs.

Resilience type RBI RBD and RBI RBD

Advantage The response is more threat- and 
impact-dependent; resources are 
used as needed.

The response is more immediate, and 
the consequences may be less severe

The response is more immediate, 
and the consequences may be less 
severe

Disadvantage There may be too slow of a 
response.

The cyberthreat may adapt to the 
response and overcome it.

The cyberthreat may adapt to the 
response and overcome it.
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uncontrollable car. For such emer-
gency situations, it would be far safer 
to provide her car with an onboard RBD 
mechanism (like in the second exam-
ple), even if it is less capable then a com-
prehensive cyber-resilience service by 
intervention. As we discussed else-
where,7 Ms. Johnson does live in an en-
vironment where fast, brutal cyberat-
tacks exist and demand extremely fast 
responses. Criminals or irresponsible 
pranksters could take control of Ms. 
Johnson’s car, and the consequences 
could be tragic.13 That’s why her car 
would benefit from having an onboard 
intelligent autonomous agent capa-
ble of taking the necessary resilience  
actions, that is, an RBD component.

Similarly, relying only on RBD 
comes with its own risks. For example, 
if a cyberattacker is able to overcome 
the capabilities (inevitably limited) 
of an RBD mechanisms, external in-
tervention is a necessity. Such an in-
tervention may come from multiple 
external actors, depending on the spe-
cific challenge of a cybercompromise. 
Even if most of the external actors 
found themselves unable to handle 
the complex compromise, chances are 

relatively high that in a multiplicity of 
external actors, at least one could be 
found who would be able to deal with 
the challenge.

Provisions for adding RBI to RBD  
when a situation dictates are necessary 
because, sooner or later, such a situ-
ation would arise. This conclusion 
is by no means unique to cyber resil-
ience. For example, in the cases of 
supply-chain, engineering, and en-
vironmental resilience, the use of 
resilience analytics facilitates the 
implementation of corrective ac-
tions from within a system and/or 
external to it for a unified approach 
that maintains the necessary criti-
c a l f u nc t ion des pite i n e v i t a b l e 
disruption.6,11,15–17

To conclude, the terms “cyber 
resilience” and “resilience by 
design” are gaining popularity. 

Occasionally, they seem to be mis-
used as synonyms for or as “cooler” 
substitutes for tired terms like cyber-
security, with little concrete mean-
ing behind them. This should not be 
the case. RBD is a particular type of 

cyber resilience (not to be confused 
with cybersecurity), distinct from 
RBI and perhaps other types of resil-
ience yet to be identified. Both types 
require clear definition and differen-
tiation. To distinguish RBD and RBI, 
it is useful to examine how tightly 
resilience-producing elements are 
integrated into overall systems and 
whether the authority for making 
resilience-related decisions resides 
within or outside those systems. Nei-
ther RBD nor RBI are panaceas, and 
careful integration of the two is likely 
to produce superior resilience. 
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T he digital (von Neumann control-flow, stored-
program) computer model has underpinned 
technological progress for 60 years.13 How-
ever, supporting a sequential program-exe-

cution architecture, devices are reaching their physical 

limits in terms of miniaturization, 
s c a l a bi l it y,  a nd per for ma nce.2

T h is is d r iv i ng i nterest i n new 
computer architectures. Valuable 
i n s i g ht s c a n b e g a i ne d b y c om-
paring digital and quantum com-
puters, also with biological infor-
mation processing.1

T he von Neu ma n n model is 
the industry standard because it 
is common to control-f low com-
puters and procedural languages. 
What we require are general-pur-
pose, scalable models embedded 
in computers and the associated pro-
gramming languages:

› digital computer: a parallel variant of the traditional 
binary, control-flow, stored-program computer 
model, such as multi-instruction-multidata 
(MIMD)-stream computers 

› quantum computer: information processing 
using quantum bits (qubits), quantum entangle-
ment, and “configurable” quantum logic gates 
for processing
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Quantum computers offer huge potential 
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computer architectures, comparisons with 
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› biological computer: information 
processing using cells (pro-
tein synthesis) as well as DNA, 
proteins, and RNA to create new 
cells (compare with hardware) or 
enact computational operators. 

The key to progress is, first, simple 
“engineering” descriptions of quan-
tum and biological computers and, 
second, common (industry-standard) 
models embedded in computer archi-
tectures and programming languages. 
A standard architecture for quantum 
computers may deliver major compu-
tational benefits. In turn, specifying a 
general-purpose architecture for bio-
logical computers (compare with cell 
and molecular biology) has the poten-
tial to unlock an understanding of in-
formation processing in nature and our 
ability to engineer cells programmed 
at the DNA/protein level for applica-
tions such as immunology.

COMPUTATION 
MECHANISMS
Computation is defined as the con-
trolled transformation of informa-
tion, sensitive to the representation’s 
properties, determining the behavior of 
information processing.5 The profound 
distinction is that natural (biological) 
computation uses physical structures 
that directly transform themselves, 
whereas artificial (human-made) com-
putation uses abstract structures that 
interpret a model or simulation.

We propose four foundational en-
gineering paradigms underpinning 
computation:

› Information: the way information 
is encoded 
• discrete/digital represents in-

formation by a series of values 
of a physical quantity, such as 
binary (01) or DNA [adenine, 
thymine, guanine, cytosine 
(ATGC)]. 

• continuous/analog represents 
information by a variable 
physical quantity, such as 
qubits or voltage 

› Structure/processing: how 
 computa  tion is represented and 
processed
• an interpreted model, that is, 

an abstract model simulated 
by a digital program/data

• a direct-transformed physi-
cal structure, such as DNA/
proteins

› Control: the method by which 
information is selected for 
processing 
• explicit, such as instruction 

addresses
• pattern matching, for exam-

ple, with proteins
› Communication: represents how 

information and state changes 
propagate 

• multicast or broadcast, such as 
shared memory

• unicast or point to point, such 
as messages. 

DIGITAL COMPUTERS
Digital binary, stored-program, control- 
flow computers (see Figure 1) comprise 
a n  add ress able memor y cont a i n-
ing data and instructions and a CPU 
that interprets instructions. Being able 
to write data and then execute them 
as instructions is a powerful basis for 
general-purpose computation. The CPU 
comprises an arithmetic and logic unit 
(ALU) and a program counter defining 
the memory address of the next instruc-
tion(s) to be executed.

In the late 1940s, a number of dig-
ital stored-program computer archi-
tectures were proposed, but the von 
Neumann architecture became the in-
dustry standard model, embedded in 

Memory Address: Data/Instruction (Operator and Operands)

Binary Bit: 0/1

Memory

Executing Instruction

CPU

Arithmetic and Logic Unit Data

Instruction
Address

Program Counter

Instructions + Data
(That Is, a Program)

(a)

(b)

FIGURE 1. Digital computer: (a) information representation and (b) computer architecture. 
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computers and procedural languages. 
The model’s instructions comprise an 
operator (ALU or control) and operands 
(data or memory addresses). With an 
ALU instruction, the program counter 
automatically increments. With a con-
trol instruction, the memory address 
overwrites the program counter.

As a benchmark for our discussion 
of quantum and biological comput-
ers, we present a scalable control-flow 
model. For a general-purpose, parallel, 
control-flow computer, we need an in-
herently MIMD architecture (compare 
with von Neumann) model embeddable 
in parallel computers and procedural 
languages (Figure 2). For instance, each 
computer’s local memory might form 
part of a shared address space, and con-
trol instructions could specify multiple 
(next) instruction addresses.

Programming model
This parallel computer model can be 
retrofitted into procedural languages 
by including the concepts in Figure 2 
of processor (p1, p2), shared address 
space (p1.x, p2.x), “fork” control (|), and 
possibly some form of synchronization 

statement. Next, we provide a simple 
but broadly accurate “engineering” 
description of a quantum computer.

QUANTUM COMPUTERS
Quantum computers, typically gate 
based,11 are analogous to programming 
at the circuit logic level or configuring 
a field programmable gate array. We 
start with some definitions:

›› qubit: the basic unit of quantum in-
formation, representing simulta-
neously two values/states (0 and 1) 

›› quantum register: a system com-
prising multiple linked qubits 
and the quantum analog of the 
classical processor register (that 
is, entanglement) 

›› quantum gate: a basic quantum 
operator and a circuit processing 
a small number of qubits 

›› quantum circuit: a model in which 
a quantum computation is a con-
figuration of quantum gates

›› quantum parallelism: the abil-
ity of a quantum computer to 
process, in parallel, all values 
of a quantum register in a 

single computation (that is, 
superposition)

›› quantum instructions: specifica-
tions for configuring the quan-
tum gates to perform a quantum 
computation

›› quantum programming: the 
process of assembling sequences 
of instructions, called quantum 
programs, capable of running on 
a quantum computer.

Physicists discuss quantum comput-
ers in terms of quantum states that are 
specified by probability amplitudes, 
and two continuous variables are needed 
to uniquely specify the state of a qubit.11 
However, it is popular to contrast a qubit 
(0 and 1) with binary (0 or 1). 

A colloquial analogy is to consider 
information as represented by a “coin.” 
Binary information is the coin’s head or 
tail. A qubit is depicted as a coin balanc-
ing or spinning on its edge on a table, rep-
resenting both 0 and 1. Storing a value in 
a qubit is “spinning” our coin between 0 
and 1 (that is, in limbo). Reading a qubit is 
equivalent to “banging the table,” caus-
ing the “coin” to fall as 0 or 1. 

Process p1():
def x, y 
x = p2.x + p3.x |
y = p2.y + p3.y  

Process p2():
def x, y 

Process p3(): 
def x, y 

Shared Address Space
<Processor . Memory Address>

Processor p1 Processor p2 Processor p3

CPU

Control Unit Control Unit Control Unit

ALU

Memory Unit Memory Unit Memory Unit

ALU ALU

CPU CPU

(a) (b)

FIGURE 2. An example of the general-purpose parallel architecture model: (a) computer architecture and (b) programming  
language.
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Reading “freezes” both the out-
put and also the stored value (that is, 
the state) of the qubit (0 or 1). It also dis-
cards information on how the value was 
represented by the qubit (for example, 
polarity, spin, and so on). Due to a qubit 
being able to support two states at the 
same time, one qubit stores two states 
[(0), (1)], two qubits store four states [(00), 
(01), (10), and (11)], and eight qubits store 
256 states [(00000000) . . . (11111111)]. 
Importantly, when a value is stored in a 
qubit, a probability can be added to in-
fluence the output. Continuing our coin 
analogy, this is like adding a bias (com-
pare with a biased coin), changing the 
probability of an outcome.

Four key concepts in quantum com-
puters are as follows: 

›› Superposition: A qubit represents 
information as 0 and 1.

›› Entanglement: Qubits are linked 
together as a register, that is, 
linked behavior. 

›› Interference: Controlling quan-
tum values’ probabilities and 
amplifying the signals leads 
toward the right answer.

›› Coherence/decoherence: Since 
qubits lose information over 
time, estimating the “shelf life” 
of information is important. 

With quantum entanglement, a group 
of qubits, or a register, is formed so 
that actions performed on one qubit 
affect the others. (Entanglement is 
created, for example, by microwave 
pulses or using a laser to split photons 
into pairs.) With quantum interfer-
ence, adding a probability influences 
the output toward the right result.

Quantum processing is performed 
by quantum logic gates configured by 
quantum instructions. Qubit data are 
input and passed through the quan-
tum gates, producing outputs. Config-
ured gates provide a mapping/trans-
formation function. For a quantum 
computer, the inputs to the quantum 
gates are (0 or 1), and the outputs to the 
quantum memory (0 and 1) are modi-
fied by a probability.

The simplistic quantum computer 
model (Figure 3) follows digital computers 
with the qubit memory based on qubit 
registers (compare with memory words) 
containing data and gate instruc-
tions in the same memory. The ad-
dressing structure for memory access 
requires a separate processing unit to 
select data and gate instructions for 
processing using these addresses.

Designing a quantum computer 
can be guided by our computation 
mechanisms from the “Computation 
Mechanisms” section: 

›› Information: Qubits represent 
computation.

›› Structure/processing: Quantum 
entanglement is used to build 
structure, and a quantum proces-
sor interprets the computation.

›› Control: A quantum control 
mechanism might use explicit 
memory addresses.

›› Communication: Qubit memory 
supports multicast.

Quantum computers can be subdi-
vided as follows:

›› Quantum hybrid: Current quan-
tum computers are hybrids 
comprising a traditional digital 
computer for program con-
trol together with a quantum 
coprocessor comprising qubit 
memory and quantum logic 
gates for execution. The digital 
computer is used to “write” the 
qubit memory, configure the 
quantum gates, and select the 
desired result.

›› Quantum unitary: A future gen-
eral-purpose quantum computer 
arguably needs the following:
•	 the qubit memory to store data 

and gate instructions (com-
pare with shared memory)

•	 a qubit addressing mechanism 
identifying a specific qubit

•	 a set of universal quantum 
gate operators for  
all programs

Entangled Qubits

Qubit:

Qubit Memory

Data

Gate Instructions

Quantum Computer “Configurable”
Gates (Compare With the ALU)

Processing Unit
(Compare With the CPU)

(a) (b)

(c)

FIGURE 3. A quantum computer: (a) one qubit is both 0 and 1, and (b) four qubits rep-
resent all 24 possible permutations. (c) The quantum computer architecture. 
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•	 a processing unit for the gate 
instructions to configure the 
quantum gates (compare with 
a CPU)

•	 outputs that store a superposi-
tion value in the qubit memory

•	 addressing mechanisms for 
selecting proceeding gate 
instructions (compare with a 
program counter). 

A quantum computer has three 
sources of power: 

›› Qubit correlations: Information 
is stored in correlations using 
entanglement.

›› Qubit parallelism: A group of 
qubits, connected by entangle-
ment and guided by inference, 
tests all combinations of values 
in parallel (compare with slot 
machine dials).

›› Gate parallelism: Output flows 
through a network of quantum 
logic gates in parallel. 

Programming model
Importantly, a quantum algorithm 
and program is independent of the 
need for quantum computer hard-
ware. That said, what is required for 
quantum computers is a common “in-
dustry-standard” model.10 This model 
then needs to be embedded in a quan-
tum hardware architecture and cor-
responding quantum programming 
system. Already, quantum program-
ming systems exist, including quan-
tum instruction sets; quantum soft-
ware development kits; and quantum 
programming languages, which can 
be divided into imperative, such as 
quantum instruction language (Quil), 
QCL, Q#, and Silq, and functional, 
such as quantum flow chart/quantum  
programming language and QML.12 

When designing a quantum hy-
brid coprocessor, many of the engi-
neering challenges (addressing qu-
bits, configuring quantum gates, and 
writing a distribution into a qubit) 
can be handled by a digital computer. 
Exploiting qubit parallelism (that is, 

superposition) for performance using 
digital technology is less obvious com-
pared to quantum gates.7 

Designing a general-purpose quan-
tum unitary computer raises a num-
ber of interesting questions: first, for 
quantum memory, how qubits and 
qubit registers represent data, gate in-
structions, and addresses; second, for 
quantum gate instructions, how qubit 
values can specify gate configurations; 
third, for quantum addressing, how to 
access a specific qubit register and qu-
bit, which may require an address tu-
ple; and fourth, for quantum process-
ing, how all possible combinations of 
entangled qubits are tested. Finally, a 
“left-field” solution for quantum com-
puters may be optical devices11 due to 
noninterference or biological devices 
using a DNA/protein approach and 
pattern-matching control.

BIOLOGICAL COMPUTERS
The reassuring fact about biological in-
formation processing is that we know it 
works.4 The key distinction of biologi-
cal over digital computers, as discussed, 
is that natural information process-
ing transforms the physical structure 
(compare with hardware) and/or its en-
vironment. Figure 4 illustrates biologi-
cal information processing:

›› DNA: DNA comprises genes (and 
noncoding DNA) and is com-
posed of four nucleotide bases: 
A, T, G, and C. Genes contain the 
information needed to make 
proteins. DNA is analogous to 
a stored executable program 
(compare to instructions + data).

›› RNA: RNA comprises a copy 
of DNA constituting a gene, com-
posed of four nucleotide bases: 
A, G, C, and uracil (U). RNA often 
acts as the control mechanism, 
binding to “complementary” 
DNA fragments and modifying 
their activity (regulating gene 
expression).

›› Proteins: These comprise one 
or more chains of amino acids, 
of which there are 20 different 

types. Proteins appear analo-
gous to an executing program.

The A, T, G, and C bases of DNA; A, 
G, C, and U bases of RNA; and 20 amino 
acids of proteins are akin to jigsaw puz-
zle pieces. The sequence of bases in the 
DNA determines the sequence of bases 
in the RNA molecule, which, in turn, 
determines the sequence of amino 
acids making up the protein. Informa-
tion encoded in their sequential struc-
ture flows unidirectionally from DNA 
through RNA to proteins (known as 
the central dogma). Computation in bi-
ological computers centers on molec-
ular (or molecular assembly) 3D shape 
pattern matching and processing.

The journey from gene to protein 
consists of two major steps: 

›› Transcription: Information stored 
in a gene’s DNA is transferred by 
messenger RNA (mRNA), which 
acts as a “blueprint” for creat-
ing proteins. 

›› Translation: A ribosome uses 
mRNA and transfer RNA (tRNA) 
to assemble a protein. Process-
ing is driven by powerful pat-
tern-matching (control) mecha-
nisms that manipulate the  
DNA structure.

The flow of information from DNA 
to RNA to proteins (that is, protein 
synthesis) is one of the fundamental 
principles of biology. Enzymes (that 
is, polymerases) assemble DNA and 
RNA, and ribosomes produce proteins 
for which they receive mRNAs. An 
mRNA molecule is (approximately) a 
copy of a DNA sequence that describes 
the order of amino acids in a chain 
that (when properly folded) makes up 
the corresponding protein. A tRNA of 
a given shape transports one specific 
amino acid and attaches to a specific 
fragment of mRNA—this high degree 
of specificity of shapes ensures that, 
in general, only the correct amino acid 
can be attached to the growing chain.

The design of a general-purpose 
biological computer guided by our 
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computation mechanisms (see the 
“Computation Mechanisms” section) 
comprises the following: 

›› information: represented by 
physical quantities (the ATGC 
of DNA, AGCU of RNA, and 20 
amino acids of proteins)

›› structure/processing: a di-
rect-transformed physical struc-
ture (by ribosomes)

›› control: a pattern-matching 
mechanism based on the infor-
mation content (by polymerases) 

›› communication: not clear if this is 
multicast, unicast, or both.

To give a specific example, the pio-
neering work on mRNA therapeutics 
for vaccines is likely to drive biological 
computer development. An RNA vac-
cine consists of an mRNA strand that 

codes for a disease (that is, a specific 
antigen). Once the mRNA strand in the 
vaccine is inside the body’s cells, the cells 
use the genetic information to produce 
the antigen. To create an mRNA vaccine, 
scientists use a synthetic equivalent of 
the mRNA that a virus uses to build its 
infectious proteins. The cells read the 
mRNA as “instructions” to build that an-
tigen protein, and the immune system 
detects these viral proteins and starts to 
produce a defensive response to them. 
We can fast forward to “general-pur-
pose” mRNA therapeutics. 

An excellent illustration of biological 
“machine code” is the 4,284-character 
COVID BNT162b2 mRNA code,3 shown 
in Figure 5. This code is uploaded to a 
DNA printer that converts the digital 
characters to actual biological DNA and 
then RNA. Once inside a cell, the RNA 
is used to produce proteins typical for 

the virus, which prompts the immune 
system to develop defenses against it. 
The machine code in Figure 5 exploits 
the existing DNA and protein “program” 
in the cell, which, in turn, leads to the 
activation of other programs in nearby 
immune cells.

Programming model
As discussed, further progress toward 
a general-purpose biological computer 
and programming language requires a 
standard model where we can specify 
DNA, proteins, RNA strings, and pos-
sibly a template library of customizable 
DNA and proteins. In terms of the stan-
dard model, data/instructions comprise 
DNA, RNA, and proteins; operators 
support transcription and translation; 
and a control mechanism is based on 
pattern-matching control execution (for 
example, gene editing via Cas9/CRISPR). 

DNA: DNA Genes + Noncoding DNA
Cell

DNA Genes (Compare With an Executable Program) +
Proteins (Compare With an Executing Program)

mRNA tRNA

Ribosome

Proteins

New Cells

(a) (b)

FIGURE 4. A biological computer: (a) information representation and (b) computer architecture. mRNA: messenger RNA; tRNA, transfer RNA.

GA: Header for Cell Acceptance : U Modified to Trick Cell Into Accepting RNAU
~

GAGAGAUAAAC UAGUAUUCUU CUGGUCCCCA CAGACUCAGA GAGAACCCGC
~ ~ ~ ~ ~~ ~ ~ ~ ~

FIGURE 5. The first 50 characters of the COVID BNT162b2 mRNA “machine code.”
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Important questions arise: first, what 
chemicals (compare with hardware) 
exist to create a biological computer; 
second, how the pattern-matching con-
trol mechanism might work; and third, 
what a high-level programming lan-
guage will look like.

A s discussed, the industry-stan-
dard von Neumann model has 
underpinned technological 

progress, but it is reaching its physical 
limits. This has spurred massive inter-
est in quantum computers. Likewise, 
understanding information processing 
in natural systems, such as cells and 
plants, can lead to a breakthrough in 
(DNA) programmable biological com-
puters.5,6 (We should also revisit MIMD-
stream digital parallel computers.) Using 
our four computational mechanisms 
discussed in the “Computation Mecha-
nisms” section, Figure 6 presents a sum-
mary comparison of digital, quantum, 
and biological computer models.

In conclusion, general-pur pose, 
scalable architecture models for dig-
ital, quantum, and biological com-
puters can provide powerful new sys-
tems. More importantly, this research 
should contribute to an understand-
ing of biological information process-
ing.8 The starting point is simple “en-
gineering” descriptions of quantum 
and biological computers. 
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Digital Quantum Biological

Information Discrete/digital with information
represented by a physical quantity
(for example, binary)

Continuous/analog with information
represented by a variable physical
quantity (for example, a qubit)

Discrete/digital with information
represented by a physical quantity
(for example, the DNA bases
A, T, C, and G)

Structure/
Processing

An abstract model
simulated by program/data and
interpreted

An abstract model simulated
by program/data and interpreted

Direct structure transformed

Control Explicit, such as instruction addresses Explicit, probably using addresses Pattern matching

Communication Multicast or broadcast Multicast or broadcast Multicast and/or unicast

FIGURE 6. A comparison of digital, quantum, and biological computers.
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The last year has been a turning point for data 
privacy and security. While there were releases 
of new data privacy laws such as the California 
Consumer Privacy Act (CCPA) and New York 

data privacy bill, the COVID-19 pandemic has altered the 
premise of data privacy in ways one would not have pre-
viously imagined. The increased reliance on social media 
and video communication platforms to stay connected, 
almost complete work-from-home transition across all 

global organizations over the last 
year, and massive adoption of online 
commerce and home-delivery ser-
vices exposed major vulnerabilities 
across the board that increased the 
risk of data security breaches. 

Not only that, the monumental 
data collection efforts by govern-
ments, health agencies, and organi-
zations to support contact tracing, 
health screening, and vaccination 
record tracking for public health 
purposes has, in fact, made people 
more vulnerable to theft and/or 
leakage of their private information. 

The need for public and private institutions as well as in-
dividuals at large to employ strong data security measures 
has never been more critical. This article goes over the 
state of data privacy and security in 2021, including the 
latest trends, best practices, and threats.

DATA PRIVACY AND SECURITY 
DEFINITIONS AND SCOPE
The terms data privacy and security are often used in-
terchangeably, but they actually mean vastly different 
things. One’s private data may or may not remain secure 
or unknown to unintended users. An example would be 
when we inadvertently leak our private information due 

2021 State of the 
Practice in Data 
Privacy and Security
Preeti S. Chauhan, IEEE Senior Member 

Nir Kshetri, University of North Carolina at Greensboro

The data privacy and security landscape is 

changing drastically due to new laws and 

regulations, the COVID-19 pandemic, and 

other emerging trends. This article looks at the 

current state of these issues.

Digital Object Identifier 10.1109/MC.2021.3083916
Date of current version: 30 July 2021

EDITORS
NORITA AHMAD American University of Sharjah, 

nahmad@aus.edu
PREETI CHAUHAN IEEE Senior Member,  

preeti.chauhan@ieee.orgDATA

C O M P U T E R   0 0 1 8 - 9 1 6 2 / 2 1 © 2 0 2 1 I E E E P U B L I S H E D  B Y  T H E  I E E E  C O M P U T E R  S O C I E T Y A U G U S T  2 0 2 1 125



126	 C O M P U T E R   � W W W . C O M P U T E R . O R G / C O M P U T E R

DATA

0

1

2

3

4

5

6

7

2018 2019 2020

A
ve

ra
ge

 C
os

t o
f

D
at

a 
B

re
ac

h 
(U

S
$ 

M
ill

io
ns

)

Not Deployed Fully Deployed Partially Deployed

FIGURE 1. The average total cost of a data breach by security automation deploy-
ment level.5

to a lack of appropriate data security 
measures, such as a weak password. 
In general, a more convenient method 
to store private data also makes the 
user more vulnerable to data secu-
rity breaches.1

While data privacy and security 
can apply to any type of data, person-
ally identifiable information (PII) is 
the most often discussed. PII includes 
information that can help trace the 
identity of a person by itself or in 
combination with other information 
directly or indirectly related to the 
individual. The scope of PII has been 
evolving and expanding, from driv-
er’s licenses, Social Security num-
bers, addresses, and so on to online 
personal data, social media posts, and 
IP addresses, among others. 

Data privacy governs how data are 
collected, used, archived, shared, and 
deleted in accordance with the law. 
Recently, data privacy laws have con-
tinued to be developed and imple-
mented all around the world. For ex-
ample, t he European Union (EU) 
enacted the General Data Protection 
Regulation (GDPR) in 2018 to govern 
the collection of personal information, 
including phone numbers, biometric 
data, IP addresses, and so on. Ireland, 
Australia, Denmark, Norway, Canada, 
Portugal, France, Brazil, Switzerland, 
and Iceland, among other countries, 
have strong privacy laws with a simple 

focus—the right of an individual to be 
left alone. 

Security, on the other hand, is re-
lated to how information is protected.2 
It includes technical safeguards used 
to ensure the confidentiality, integ-
rity, and availability of data.3 Let’s 
take an example of patient data man-
agement at hospitals to understand 
the difference between data privacy 
and security. It is common for patients 
to share their personal information 
with health-care providers. If the hos-
pital protects the data against leaks 
and thefts, it is maintaining both data 
privacy and security. 

However, if the hospital sells a pa-
tient’s private information to a third 
party without the individual’s consent, 
that is a breach of data privacy. In such 
cases, security measures are not of much 
use since the authorities with data ac-
cess are allowing the privacy invasion.4

DATA PRIVACY CONTROLS 
VERSUS DATA SECURITY
Data privacy controls limit the shar-
ing of nonessential information and 
ensure data governance systems are 
in place. The first step of data gover-
nance is the identification of business 
initiatives, mapping of the personal 
data assets and data flow, stakeholder 
identification for the data governance 
teams, and assessment of the security 
and privacy readiness. 

The data governance team identi-
fies risk tolerance, drives alignment 
on privacy policies, and develops plans 
for closing security gaps and data 
breach governance. The team also 
identifies any third-party vendors and 
associated data-sharing agreements. 

In the execution phase, data assets 
are cataloged, and privacy policies 
and controls are implemented. This 
is also when the data subject access 
requests, integration of third-par t y 
vendors, and staff training on new 
processes takes place. The last and 
most important step is to measure 
and monitor the data governance pro-
cess, course-correct as needed, and 
periodically test the data breach re-
sponse processes.5

Data security tools and measures 
are utilized to prevent leaks and hacks 
of private user data. Organizations 
need to start by identifying the sen-
sitive data and classifying them ac-
cording to the data category and level 
of sensitivity. The usage policy for 
data needs to be set up to identify who 
has access to data according to data 
classification; the access time frame; 
and rules around the data usage, which 
should be allowed based on an individ-
ual’s need to know—be it read-only or 
full access.  

Data should be protected both phys-
ically and with endpoint security systems 
such as antivirus software, antispyware, 
pop-up blockers, and firewalls. Mul-
tifactor authentication is a very use-
ful and powerful tool to prevent data 
hacks by providing a second layer of 
authentication for data access.6

An IBM study on security automa-
tion states that businesses without 
security automation experience an 
average cost of US$6.03 million in data 
breaches, which is more than double 
the average cost of US$2.45 million for 
companies with fully deployed secu-
rity automation (Figure 1). Given the 
increased data security risks with re-
mote and hybrid work environments, 
it is expected that the security adop-
tion will continue to grow in 2021 
and beyond.5
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2021 STATE OF DATA 
PRIVACY AND SECURITY
Data privacy and security continues to 
evolve and has changed tremendous
ly as a result of COVID-19 situation 
around the world. New macro trends of 
working from home, increased reliance 
on social media to stay connected due 
to lockdowns and sheltering in place, 
cryptocurrency growth and the result-
ing ransomware attacks, and so on have 
contributed to the emerging trends in 
data privacy and security risks.

Contact tracing
Contact tracing as a means to iden-
tify COVID-19 exposure risks for the 
community was a major initiative 
from governments and health agen-
cies throughout the world. However, 
privacy concerns have resulted in 
lower adoption rates of these cen-
tralized contact-tracing tools. The 
applications upload the anonymized 
user data to a remote server, which 
matches the data with the user con-
tacts, should a person start to develop 
COVID-19 symptoms. Besides privacy, 
a couple of other reasons—low GPS 
location precision and the discontin-
uation of the tracing efforts among 
states—severely limited the effec-
tiveness of these tools. 

The alternative technology—de-
centralized applications that broad-
cast rotating, randomized Bluetooth 
identifiers—has gained more traction 
and is also better at preserving the 
user’s privacy. The contact-tracing 
collaboration by Apple and Google 
based on such Bluetooth identifiers has 
demonstrated that the data-sharing 
efforts can be implemented without 
tracking user locations or collecting 
PII data. 

This emerging model might achieve 
wider adoption by other companies 
for non-COVID-related applications as 
well as to understand user preferences 
and activities to support their busi-
nesses. However, this will come with 
new privacy and data security con-
cerns, which will need to be thought 
through ahead of time.

Remote/hybrid work
Remote/hybrid work has emerged as a 
major change owing to COVID-19 pan-
demic social distancing requirements. 
Major organizations have driven people, 
processes, and culture to adapt to the 
new reality. Some of the challenges 
have been to determine secured tech-
nologies to conduct confidential meet-
ings in a remote workspace and man-
age confidential data outside of remote 
places. There are increased vulnera-
bilities in the form of phishing email 
attacks, unauthorized access through 
unsecured remote-access tools, hack-
ing of video conference tools, and so 
on. There is a need to do periodic risk 
assessments, perform routine moni-
toring, and secure the tools enabling 
the remote work. 

COVID-19-related medicalt 
and personal information
To keep the on-site business running, 
companies have developed new pro-
cesses for COVID-19 testing as well 
as employee data collection to en-
able contact tracing. These measures 
enable the timely release of warnings 
for people who might have come in 
contact with a COVID-19-affected in-
dividual at the workplace. The user 
data collection is expected to continue 
throughout 2021 with the addition of 
the COVID-19 vaccination program. It 
will require organizations and compa-
nies to have systems in place to enable 
secure data collection, storage, and 
release of individuals’ medical and 
COVID-19-related data.

Biometrics
Biometrics are physical or human 
characteristics that can be used to 
digitally identify a person, typically 
to give access to devices, data or sys-
tems, and so on. Examples include fin-
gerprints, facial patterns, and voice, 
among others.

In 2019, the Illinois Supreme Court 
released Illinois’s Biometric Informa-
tion Privacy Act (BIPA), which states 
that collecting biometric informa-
tion without a release or sharing the 

biometric information with a third 
party without consent would be a vio-
lation. Individuals can allege a viola-
tion of their rights to qualify as an ag-
grieved person and, in turn, be entitled 
to seek monetary compensation and 
injunctive relief under the act. 

BIPA litigations related to biometric 
timekeeping-/access-related gaps have 
been impacted by COVID-19. Biometric 
data in the form of thermal scanners, 
facial recognition tools, and so on 
are being collected to have COVID-19 
screening programs in place. In late 
2020, there was a lawsuit filed on behalf 
of a company's employees, alleging that 
their consent was not obtained for the 
employer’s COVID-19 screening pro-
gram, which required the workers to 
undergo facial geometry and tempera-
ture scans to enter the company ware-
houses. It was alleged that the company 
violated BIPA  by making its employees 
go through the above screening pro-
gram, without their consent. The states 
of Washington, Texas, and California 
have similar privacy laws like BIPA, 
while Arizona, Idaho, Massachusetts, 
and New York are in the process of pro-
posing similar legislation.7 

Ransomware
Ransomware is a malware attack that 
uses asymmetric encryption to hold a 
user’s or organization’s critical data for 
ransom using a pair of keys to encrypt 
and decrypt a file. The attackers make 
the decryption key available to the vic-
tim upon payment, failing which the 
data are lost forever. While ransom-
ware attacks used to be different from 
hacking, wherein the user data gets sto-
len, nowadays, nearly half of ransom-
ware attacks do steal data before en-
crypting systems, which makes them a 
full cybersecurity incident.  

R a n s om w a r e s h a v e i n c r e a s e d 
62% globally and by a 158% spike in 
North America since 2019.8 A large 
part of the dramatic rise in 2020 
has been due to the work-from-home 
policies implemented by organiza-
tions worldwide when COVID be-
gan, which have opened up a lot of 
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security vulnerabilities for many 
organizations. In May 2021, Colonial 
Pipeline was held for a ransom of 
US$5 million by the DarkSide hack-
ing group.9 The company ended up 
paying the ransom in cryptocur-
rency, which has become a preferred 
means of ransom payment. Crypto-
currency is a virtual currency that is 
secured by cryptography, decentral-
ized, and based on blockchain-dis-
tributed ledger technology, all of 
which allows hackers to hide their 
identities through the use of mixes 
and tumbler services.

DATA SECURITY TECHNOLOGY, 
TOOLS, AND TRENDS
Many organizations and individuals are 
devoting more resources to improving 
their defenses against cyberthreats. Ac-
cording to Juniper Research’s report The 
Future of Cybercrime & Security: Enterprise 
Threats & Mitigation 2017–2022, global cy-
bersecurity spending will reach US$135 
billion in 2022.10 Cybersecurity Ventures 
estimates even higher global cybersecu-
rity spending: US$1 trillion for the five-
year period from 2017 to 2021, or an aver-
age of US$200 billion annually.11

Organizations’ awareness of emerg-
ing threats and several other factors 
have led to increased cybersecurity 
spending. First, major countries have 
issued new regulations that emphasize 
strong cybersecurity measures. For 
instance, China’s Cybersecurity Law, 
enacted in 2017, requires financial ser-
vices firms to have IT infrastructures 
that meet various specifications. They 
also need to pass standard cybersecu-
rity tests and have certifications. Fail-
ure to comply can result in heavy fines 
and even criminal charges.12

A second factor is the shifting cus-
tomer mindset. Customers expect com-
panies to give a high priority to cyberse-
curity. According to “RSA Data Privacy 
& Security Report,” based on a survey in 
Europe and the United States, 62% of the 
respondents said that they would blame 
the company, instead of cybercriminals, 
if their data were breached.13 Finally, the 
evolution to a digital business strategy 

has stimulated cybersecurity spend-
ing.14 Companies are gathering more 
data on consumers. Effective measures 
to secure sensitive information and 
maintain privacy are important to build 
and retain trust in brands.

Firms are deploying advanced and so-
phisticated tools, such as artificial intel-
ligence (AI), machine learning (ML), and 
blockchain to fight cyberattacks. AI’s use 
in cybersecurity has gained prominence 
in recent years. For instance, AI can 
analyze large numbers of documents, 
server logs, and other information to 
identify, classify, and present possible 
cyberthreats. Doing so is difficult and 
time consuming for human cybersecu-
rity analysts. AI programs can generate 
real-time reports of cyberthreats, which 
can help the cybersecurity team to iden-
tify and resolve them quickly.15 

However, due to challenges, such as 
too many false positives of AI systems, 
some analysts have recommended using 
multiple AI algorithms to fight cyber-
crimes. Resistant AI, a cybersecurity com-
pany in Czech Republic, uses up to five dif-
ferent ML modules to make a decision.15

Likewise, blockchain has the po-
tential to significantly strengthen or-
ganizations’ cybersecurity practices. 
For instance, a party can cryptograph-
ically sign transactions, and, by verify-
ing the cryptographic signatures, the 
recipient can ensure that the transac-
tion originated from a trusted source. 
There is no need to store sensitive in-
formation with third parties. Many 
interlocked computers hold identical 
information, and, if one computer’s 
blockchain updates are breached, the 
discrepancy is noticed by all comput-
ers, and the system rejects it.

THREATS
Organizations and individuals face 
multiple and diverse cyberthreats. Ac-
cording to “The Economic Value of Pre-
vention,” a report from the Ponemon 
Institute, phishing, Domain Name Sys-
tem-based attacks, viruses, bots, distrib-
uted denial-of-service, and ransomware 
are among the most common types of 
cyberattacks facing organizations. 

T hese at t ack s a re g row i ng at 
alarming rates. For instance, by 2019, 
there were about 980 million malware 
programs, and 350,000 new malware 
types were detected every day.16 In 
2019, SonicWall recorded 9.9 billion 
malware attacks.17 Kaspersky Lab de-
tected more than 482 million phishing 
attempts in 2018, compared to 236 mil-
lion such attempts in 2017.18

According to the 2020 Internet Crime Re-
port released by the U.S. Federal Bureau of 
Investigation’s Internet Crime Complaint 
Center, the agency received 791,790 cy-
bercrime complaints in 2020 compared to 
about 300,000 in 2019. The reported losses 
from cybercrime in 2020 were US$4.2 bil-
lion. The top three categories of crimes 
in 2020 were phishing, nonpayment/
nondelivery, and cyberextortion.19

Increased Digitization 
and Social Media Use
More than 60% of the world’s popula-
tion is online, and 2020 marked the 
year in which more than half of the 
world’s population had used social 
media. As of April 2021, the biggest so-
cial media company, Facebook, had 2.8 
billion monthly active users.20 Due to 
the huge size and high-quality infor-
mation, social media is an attractive 
target for cybercriminals. 

Social media users have been victims 
of high-profile privacy violations and 
security breaches. A study of the cloud-
based email security vendor Vade Secure 
found that Facebook was the second-most 
impersonated brand in phishing attacks. 
Among the 25 most impersonated brands 
in the fourth quarter of 2019, three were 
social media websites.21

As a recent example, the media 
widely reported in April 2021 that a user 
in a hacking forum published the per-
sonal information of more than 533 mil-
lion Facebook users from 106 countries. 
The exposed data included the phone 
numbers, Facebook IDs, full names, lo-
cations, birthdates, biographies, and, in 
some cases, email addresses of the vic-
timized social media users.21 

Social media companies have also 
been found to engage in illegal sharing 
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of personal information. In 2020, South 
Korea’s information protection regu-
lator, the Personal Information Pro-
tection Commission, fined Facebook 
US$6.1 million. From mid-2012 to mid-
2018, Facebook allegedly shared 3.3 
million South Korean users’ personal 
information with as many as 10,000 
companies without users’ consent.22

COVID-19-Led Increase in Data 
Privacy and Security Risks
While broad public support existed for 
protective measures against COVID-19, 
concerns have been raised about the in-
trusiveness of such measures on data 
privacy.23 Many COVID-19 tracking apps 
perform poorly in privacy and security. A 
study published in Nature Medicine in May 
2020 analyzed 50 such apps, including 20 
issued by government agencies in devel-
oping and developed countries. The anal-
ysis found that only 16 had indicated that 
they would make users’ data anonymous, 
encrypt and secure them, and report only 
in an aggregated format.24

Likewise, an analysis by the indepen-
dent watchdog agency International 
Digital Accountability Council (IDAC) 
of 108 COVID-19 apps across 41 coun-
tries found that many of the apps failed 
to follow best privacy and security prac-
tices.25 IDAC’s report, published in June 
2020, found that many apps were using 
third-party software development kits, 
which raised the possibility that data 
could have been shared with outside 
organizations without users’ consent. 
The apps lacked transparency about the 
information collected, and some failed 
to encrypt transmitted information.26

Moreover, systemic cyberrisks are  
posed due to remote working in the 
COVID-19 environment.23 Lower safe-
guard standards are likely when people 
work from home.12 For instance, em-
ployees working remotely may use their 
own devices, such as phones, laptops, 
and tablets. Unlike devices issued by 
organizations, personal devices are less 
likely to be patched for the latest vulner-
abilities. Consumer-level systems focus 
more on ease of use and often lack op-
tions for customization. Enterprise-level 

systems, on the other hand, are designed 
to protect larger organizations and come 
with additional resources and features to 
strengthen security.28

Social control mechanisms that pro-
tect workers from dangerous cyberat-
tacks do not operate in remote working. 
For instance, employees’ in-person inter-
actions with coworkers and supervisors 
may shield them from unsafe cyberprac-
tices at work, which are not available in a 
remote working environment.29

DATA PRIVACY REGULATIONS
To improve the legal clarity and certainty 
around data privacy and strengthen cy-
bersecurity, many jurisdictions are re-
vamping their regulatory systems. In 
this section, we provide a brief over-
view of data privacy and security regu-
lations worldwide.

The EU
The EU’s GDPR, which is viewed as the 
world’s most comprehensive data pri-
vacy legislation, went into effect on 25 
May 2018. GDPR has made it manda-
tory to notify the relevant supervisory 
authority of any data breach within  
72 h of becoming aware of the event. 
The number of such notifications as 
well as the fines imposed for privacy 
violations and data breaches have in-
creased dramatically (Figure 2).

Many new privacy laws have been in-
spired, at least in part, by GDPR, which 

has dramatically changed the processes 
that organizations need to follow to track 
consumers’ online behaviors and process 
that data. Under GDPR, companies are re-
quired to obtain specific legal bases to use 
customers’ data or track their behaviors. 
Many companies choose consent as the 
legal basis.31 GDPR requires companies to 
have an explicit opt-in consent from cus-
tomers to keep personal data. 

In a context of international compar-
ison, GDPR’s Article 45 is of special inter-
est; it gives the European Commission 
(EC) the power to determine whether 
a country outside the EU provides an 
adequate level of data protection. If a 
non-EU country meets the adequacy 
standard, data flow from the EU to that 
country is treated in the same manner as 
intra-EU transmissions of data.32

The United States
Compared to the EU, the United States 
provides more autonomy to businesses 
regarding the way they disclose and 
store personal information. Organiza-
tions’ data privacy and security frame-
works are subject to a number of fed-
eral laws and regulations enacted to 
protect the privacy, security, and confi-
dentiality of specific categories of data 
and information. In addition to federal 
laws, there are about 47 different state 
laws regarding how people should be 
notified in the case of a data breach in-
volving personal information.33
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Among most notable state-level leg-
islation in the United States, the CCPA 
became effective on 1 January 2020. 
It is largely modeled after GDPR but is 
less stringent. Both GDPR and the CCPA 
strongly emphasize transparency. For 
example, to comply with the CCPA, a 
business is required to include a section 
in its privacy policy that describes the 
rights of consumers. It must provide 
clear instructions regarding how con-
sumers can opt out of the sale of their 
personal information.

In November 2020, the California 
Privacy Rights Act (CPRA) was passed, 
which will replace and build on the 
CCPA. The CPRA will take full effect 
in 2023 and will give users new rights, 
such as the right to correct inaccurate 
information, right to have personal in-
formation collected subject to data min-
imization and purpose limitations, and 
right to receive notice from businesses 
planning on using sensitive personal in-
formation and ask them to stop.34

Among other U.S. states, Virginia’s 
governor signed the Consumer Data 
Protection Act (CDPA) into law in March 
2021, which will take effect January 2023. 
Like the CPRA, the CDPA requires compa-
nies to publish privacy policy notices that 
explain the ways they use, collect, and 
share personal data. Without consumers’ 
affirmative consent, companies cannot 
collect and process their personal data. 
The CDPA also gives individuals the right 
to ask whether a company is storing and 
processing their personal information. 
In addition, they can request the deletion 
and correction of their personal data. Vir-
ginia consumers also have the right to 
opt out of the sale of their personal data 
as well as the use of such data to create 
targeted advertising.35

Asia
As of May 2021, Japan was the only 
Asian country that was granted an Ad-
equacy Decision by the EC. South Ko-
rea enacted the Personal Information 
Protection Act (PIPA) in 2011. In addi-
tion, the country has sector-specific 
data privacy legislation.36 The PIPA 
requires private- and public-sector 

entities collecting information that iden-
tifies a specific person to meet strict 
compliance requirements.37 

In China, the 2012 Online Data Pro-
tection Regulation bans the sale and 
distribution of personal information 
without the owner’s consent. It requires 
Internet service providers to ensure the 
security of personal data and prevent 
misuse as well as provides consumers 
the right to seek the deletion of per-
sonal data posted without consent and 
sue for violations. However, the Chi-
nese government’s state power allows it 
to get unlimited access to citizens’ per-
sonal information for surveillance.38

As of April 2021, India lacked a 
comprehensive data privacy law to pro-
tect personal data. In December 2019, 
India’s lower house of the bicameral 
parliament, Lok Sabha, introduced the 
Personal Data Protection Bill, 2019. It 
specifies how the data of Internet users 
are stored, processed, and transferred. 
The bill was tabled as of April 2021.39

Latin America
After GDPR’s implementation, signifi-
cant amendments and improvements in 
privacy laws were made by major Latin 
American countries. As of May 2021, 
the EC had recognized Argentina and 
Uruguay as jurisdictions that provide 
adequate protection. Argentina changed 
its data protection laws enacted to align 
with GDPR. In 2018, a bill was proposed 
that contains key provisions of GDPR, 
such as a requirement for governmen-
tal agencies processing sensitive and big 
data to appoint a data protection officer 
and standards for the lawfulness of data 
processing.40 Likewise, the Brazilian 
General Data Protection Law (Lei Geral 
de Proteção de Dados) was ratified in the 
Congress in mid-2018 and became effec-
tive on 18 September 2020.

Africa
In most countries in Africa, underde-
veloped regulatory regimes fail to pro-
vide adequate data privacy protection. 
As of early 2021, about half of Africa’s 
53 countries had adopted some form of 
data privacy regulations.41 Likewise, in 

2014, the African Union’s convention 
on cybersecurity and personal data was 
adopted. As of May 2021, 14 nations had 
signed it, and eight had ratified and/or 
accessed the conventions.27

D ata privacy and security are 
and will continue to cause an 
evolving conversation around 

the world. The increased threats of data 
leakages and thefts from high digitiza-
tion and social media usages as well as 
new vulnerabilities resulting from the 
hybrid work culture need to be continu-
ously monitored and addressed. 

The complexities around privacy re
quire action and active participation from 
individuals, businesses, and government 
agencies. It is important to improve legal 
clarity and certainty around data pri-
vacy and security through regulations at 
the state and federal levels in the United 
States as well as around the world. 

At the individual and business levels, it 
is necessary to remain cognizant of cy-
bersecurity threats and vulnerabilities 
and actively work to address these with 
advanced and sophisticated tools, such 
as AI, ML, and blockchain, to improve 
privacy controls and ward off cyberat-
tacks. In these unprecedented times, 
the definition, scope, and impact of data 
privacy and security have gone through 
tremendous changes, and it will require 
individual, corporate, and government 
actions to ensure that the user data are 
handled in a manner that does not com-
promise privacy and security. 
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