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Abstract

The importance of system safety has intensified in recent years
given the ever-growing use of safety-critical systems in
avionics, medicine, nuclear energy, and other fields. However,
despite the abundance of standards which exist to provide
guidance for the development of safe software for safety-
critical systems, there is no consensus on how to achieve
safety assurance in a cost-effective fashion. This paper
reviews five software safety standards: the FAA System
Safety Handbook, the US DoD MIL-STD-882D, the UK MoD
DEF-STAN 00-56, NASA-STD 8719.13b and the RTCA DO-
178B; and evaluates each in terms of cost effectiveness. It
provides an overview of several safety-critical projects; ones
that have incurred significant cost overruns as well as ones
that have produced safety-critical software in a reasonably
cost-effective manner. By virtue of discussing such projects
we posit that it is possible to develop software, despite
significant safety assurance requirements, without necessarily
sacrificing cost. Specifically, projects can realize savings by
using mature processes and appropriate tools to assist in
development of safety-critical software.

Keywords: safety-critical software, safety standard, software safety,
system safety, cost effectiveness

1. Introduction

The past several decades have seen a rapid increase in the use
of software in safety-critical systems - systems used in the
avionics, medical, nuclear, transportation, and military
industries [13]. Software has vastly extended the capabilities
and flexibility of these systems, but it has come at some cost -
added complexity and difficulty in managing its development.
Safe software is that software that does not contribute to
operational system hazards [31].

In [48], it was shown that software has played an increasingly
significant role in accidents and mishaps which have resulted
in the loss of life, property, and money. For example, the
National Aeronautics and Space Association (NASA) Mars
Climate Orbiter (MCO), launched December 11, 1998, was
assumed lost while in operation around Mars. The spacecraft
was designed to enter an orbit of approximately 140-150
kilometers above the surface of Mars; it may have reached an
altitude as low as 57 kilometers. While the exact cause of
MCO’s demise may never be verified, the MCO accident
investigation board reasoned that the orbiter may have been
lost due to a programming error in software; instead of metric
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units (newtons), imperial units (pound-seconds) were
incorrectly used in the navigation module. Thus, the computer
incorrectly estimated the MCO’s thruster forces causing the
spacecraft to veer off its intended path and assume an
incorrect trajectory into the Martian atmosphere. The
spacecraft was assumed destroyed by atmospheric stresses at
low altitude. This programming error and subsequent loss of
the aircraft cost NASA approximately $85 million in
spacecraft development and mission operations costs [48].

Another example of a significant system loss is that of the
European Space Agency’s (ESA) Ariane 5 heavy lift launch
system which was designed as an expendable payload-transfer
system for low Earth orbit transfers. Shortly after liftoff June
4, 1996, the first Ariane 5 deviated from its intended flight
path and exploded, causing the destruction of both the rocket
and its cargo. Similarly to the MCO, the problem was traced to
a relatively simple software error. In the case of the Ariane 5,
the software attempted to convert a 64-bit floating point
number to a 16-bit signed integer. However, the conversion
failed because the value being converted was larger than
32,767 and thus outside the range that could be represented by
a 16-bit signed integer; this caused an overflow error that was
not handled. As a result, both the active and backup computers
shut down and navigation control of the rocket was lost. The
rocket self-destructed, per design. This loss cost the European
Space Agency $500 million in rocket and cargo losses as well
as unrealized development costs estimated at $7 billion [48].
The program has since performed successfully with relatively
few other issues [4].

While these programming errors are relatively easy to
understand, their realization in developed systems have caused
extreme losses for their organizations. In these cases, software
was identified as a contributor to the system realizing a
specific hazard that ultimately resulted in the occurrence of an
accident. Many other software errors in these and other
industries have also led to catastrophic and significant losses
[48]. A lack of software safety assurance in some instances
may contribute to the raising of system hazards. Software can
contribute to system hazards through inappropriate actions,
either automated or operator-assisted, while operating a
system. Software can also contribute to hazards by misleading
system operators through its output or behavior (i.e., providing
Hazardous Misleading Information (HMI)). Flaws or
limitations in the software design are often extremely costly
both in the actions required to fix the problems in the code and
in the potential consequences of its aberrant behavior if the
problem makes it to the field. As a result, industries with a
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high reliance on safety-critical systems have increased their
focus on the design and development of safe software through
an effective software safety assurance practice involving the
use of engineering and managerial processes.

The effective management of safety programs for software is
far from trivial. Some software safety assurance activities can
significantly extend development time and cost of a project.
Industry thus faces the challenge of how to reliably develop
safe software at an affordable price; it is a value proposition.
The decision of how much work is necessary often comes
down to the need for a level of safety (i.e., the likely
consequences of certain hazard realizations) versus the cost of
the safety activities needed to mitigate the selected hazards.
Different projects have different risk profiles; these risk
profiles help determine the resources needed for assuring the
safety of the system.

Due to the complexity and range of assurance activities
available to apply to the development of safety-critical
systems, there is a general need for industry guidance on what
software assurance activities are expected. Several standards
exist to provide guidance on system and software safety
assurance. In this paper, five standards are discussed: the
United States (US) Federal Administration Aviation (FAA)
System Safety Handbook [14], the Department of Defense
(DoD) MIL-STD-882D [11], the United Kingdom (UK)
Ministry of Defense (MOD) DEF-STAN 00-56 [9], NASA
STD 8719.13B [37], and the Radio Technical Commission for
Aeronautics (RTCA) DO-178B [41]. These standards provide
requirements and recommendations for ensuring system safety
often in the context of a specific industry or type of system.

In this paper, we discuss the use of these standards with
respect to software and we discuss their use and limitations in
the context of several large-scale safety-critical projects. The
remainder of this paper is organized as follows. In Section 2,
we present the background of each of these five safety
standards. Section 3 provides a discussion of projects that
have faced relatively high costs in the development of their
safety-critical software systems, followed by Section 4 which
discusses projects that have successfully managed safety
assurance processes in an apparent cost-effective manner.
Finally, we present our conclusions on the cost of software
safety in Section 5.

2. Software Safety Standards

Each of the five standards discussed in this paper provides
guidance for safety assurance activities. However, their
approaches to safety engineering vary widely. We discuss
their background and differing approaches to, in particular,
software safety in the sections that follow.

FAA System Safety Handbook
The FAA System Safety Handbook provides recommendations

for implementing safety risk management activities for entities
involved with the FAA. The handbook provides examples and
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specific guidelines for what is expected in a comprehensive
system safety program. It is not a standard. This handbook is
designed to aid the development and improvement of system
safety programs in organizations and projects. To this end, the
FAA System Safety Handbook provides guidance and
recommendations for processes to improve the safety
assurance of a product being developed for use in civil
aviation systems. The handbook provides examples of
documentation that should be developed and includes
guidelines as to what activities should be included in a
comprehensive system safety program.

The FAA System Safety Handbook discusses the importance
of the safety benefit versus cost tradeoff. The handbook
acknowledges that the safety effort is directly related to the
cost of the safety program and provides a notional illustration
of this relationship as shown in Figure 1. The handbook
indicates that the level of safety effort needed for the project
per the hazard analyses conducted takes into account the
estimated cost of potential accidents as well as the estimated
costs of developing safety programs. (See the discussion on
DO-178B regarding safety levels.) Similarly, the costs of
developing safety programs involve personnel with the
required skill set, available resources, and development time.
As shown in Figure 1, when the safety effort increases, so too
does the total cost of development once the total program cost
reaches its minima. Clearly, the cost of accidents and the cost
of developing safety programs have an inverse relationship;
they sum to the total cost of the project which also includes
the costs for the design, development, and operational phases
of the system. The label ‘X’ in the figure indicates the ideal
safety effort versus cost balance in which the total program
cost including the safety effort is minimized.

Total cost

Cost of developing
safety programs

Cost ($)

Cost of accidents

Safety effort —

Figure 1: Safety effort versus cost analysis [14]

Taking into account these cost concerns, the FAA System
Safety Handbook notes that in some cases a smaller system
safety program may be tailored to reduce costs if the safety
assurance requirements for the system support it. To this end,
the Handbook recommends a minimum set of tasks for small
system safety programs which includes preparing a
preliminary hazard list, conducting a preliminary hazard
analysis, and assigning a risk assessment code [14].



The Handbook also recommends design and verification
parameters for each level of hazard risk in the system.
Assessment of risk is made by combining the severity of
consequence with the probability of occurrence of each hazard
in a matrix and determining the acceptance criteria for the risk
based on its assessed criticality. According to the Handbook,
high-risk hazards are unacceptable and tracking in the FAA
Hazard Tracking System is required until the risk is reduced
and accepted. For medium-risk hazards, the hazard is
acceptable with review by the appropriate management
authority and tracking in the FAA Hazard Tracking System is
required until the risk is accepted. Low-risk hazards are
acceptable without review; the Handbook does not require
these low risk hazards be tracked. [14]

The FAA Handbook provides a Comparative Safety
Assessment process for measuring and determining safety
benefit versus cost. This assessment is provided as an aid for
decision-making when choosing an appropriate safety design
from specified design alternatives. The handbook requires the
assessment be used to examine the costs and safety risks
associated with each design alternative under consideration. It
requires that hazards associated with each design alternative
proposed be listed and written so that decision-makers can
clearly distinguish the relative safety merits of each
alternative. These alternatives are then rank-ordered by how
they best satisfy the safety requirements of the project. In this
way, the most appropriate alternative may be selected.

Unfortunately, data is not available on the amount of cost use
of the FAA System Safety Handbook contributes to an
aviation project. However, its discussion of the cost versus
safety benefit indicates that the FAA acknowledges such
tradeoffs exist and that these trade-offs should be taken into
account when applying a system safety protocol to the project.

MIL-STD-882D

MIL-STD-882D is a system safety standard produced for the
DoD under the authority and oversight of the system safety
committee of the Government Electronic and Information
Technology Association (GEIA). This standard describes the
requirements for system safety procedures and practices
applicable to the development, test, production, use, and
disposal of DoD systems, subsystems, equipment, and
facilities. The standard is recommended for use by all
departments and agencies within the DoD. [11]

MIL-STD-882D provides a full life-cycle approach to system
safety in which hardware and software safety tasks are
addressed in combination as a system. The standard is a goal-
based, performance-oriented standard which aims to ensure
that zero mishaps occur in DoD systems. To this end, the
standard focuses on the identification, analysis, and mitigation
of mishap risks. Additionally, the standard requires that a
system safety approach be defined and thoroughly
documented by the system developer and it requires thorough
traceability of requirements throughout the development
process. Furthermore, the standard provides extensive

200

guidance on the use of mishap levels and

requirements analysis.

severity

However, this system safety standard is also relatively brief
(i.e., compared to the other safety standards reviewed). As it is
a standard designed to address overall system safety rather
than software safety in particular, it also lacks information in
some software-specific areas such as partitioning the software
into safety-critical and non-safety components so that potential
faults in non-safety-critical software sections do not affect the
operation of software in the safety-critical partition.

MIL-STD-882D discusses the issue of safety benefit versus
cost. It stresses the importance of considering total life cycle
cost in any decision and ensuring that neither inadequate nor
overly restrictive safety requirements be used. However, this
standard provides little detail on how this cost versus safety
benefit tradeoff is to be specifically implemented and
analyzed. It acknowledges the existence of the tradeoff, but it
does not devote many resources to describing its nature nor
does it provide specific tools or processes for navigating the
details of this issue.

Although MIL-STD-882D is not required for project
certification by any governing body, it is still recommended
for use in military aviation and US DoD projects. However,
data is not available on the specific costs associated with using
this standard.

DEF-STAN 00-56

DEF-STAN-00-56 is a safety standard that describes the
requirements for safety management of UK MoD defense-
related systems. This standard specifies safety management
procedures, analysis techniques, and safety verification
techniques intended to aid in ensuring system safety. These
procedures and practices are applicable to all MoD authorities
and any projects for which they may be responsible. The
standard has been produced for the MoD Defence Materiel
Standardization Committee by the Safety Standards Review
Committee and is solely intended for the MoD. [9]

This standard is split into two parts. Part 1 provides the
specific requirements mandatory for any project following the
standard. Part 2 is not mandatory but provides more detailed
guidance and recommendations on how to fulfill the
obligations described in Part 1. The standard’s safety
requirements in Part 1 center on the use of a safety case to
show that an acceptable level of safety has been reached. The
safety case consists of an argument, created by the contractor,
for how system safety will be achieved in the specific case,
followed by supporting evidence such as hazard analyses,
hazard logs, testing logs, and other documentation intended to
argue that a thorough safety process was followed and that the
risk of a hazard occurring relative to this safety case is as low
as reasonably practicable. The requirements for the design,
production, and delivery of the safety case are discussed
extensively in Part 1 of the standard and supporting
guidelines, such as recommendations for hazard analysis, are



provided in Part 2. Part 2 of the standard also includes
recommendations specifically pertaining to software, such as
the use of detailed software safety requirements, quantitative
risk-based testing, and interface verification and validation. [9]

Overall, DEF-STAN 00-56 is a goal-based standard that
requires the creation of and proof of adherence to a contractor-
created safety case. Rather than describing process-based
requirements and techniques for safety assurance, the standard
provides general safety requirements for the final product but
does not direct how they are to be met. The contractor must
propose and justify their chosen method of compliance. This
puts the burden of proof on the contractor but also allows them
flexibility in tailoring their approach to safety to fit the needs
of their specific project.

NASA-STD 8719.13B

NASA-STD 8719.13B is a software safety standard that
describes the requirements for technical procedures and
practices for all NASA programs. This standard was produced
by the NASA Office of Safety and Mission Assurance; a
companion guidebook provides guidance on implementing the
software safety program.

NASA-STD 8719.13B provides a systematic approach to
software safety within the context of the safety of the total
system. The standard considers a total life-cycle approach to
software safety including the generation of requirements,
design, coding, test, and operation of the software. The
standard extensively addresses several aspects of software
planning and development, including hazard analysis,
traceability, testing, and validation. Requirements for software
safety personnel qualifications and training are also
thoroughly discussed. Unlike many other standards, NASA-
STD 8719.13B thoroughly discusses the use of Commercial
Off-The-Shelf (COTS) software tools and the evaluation,
support, and approval of these tools in safety-critical systems
and their development. [37]

This standard does not directly or explicitly discuss the issue
of the safety benefit versus the cost of a safety program.
However, it should be noted that the standard is intended only
for use in NASA systems; NASA systems often require a high
level of safety assurance. Although the standard does make a
few concessions to cost concerns, such as allowing the size of
the documentation and the traceability system chosen to
reflect the size and criticality of the project, overall it does not
directly address cost concerns or allow for much process
tailoring.

It is difficult to determine the cost of software development
using this standard. However, several high profile NASA
projects, for which the use of this standard is mandatory, have
had significant losses related to software and/or software-
related problems.
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DO-178B Guidelines

DO-178B is a software safety guidelines document jointly
prepared by Special Committee 167 of the RTCA and the
European Organization for Civil Aviation Equipment
(EOCAE). This document offers guidance for the aviation
community in producing reliable software that complies with
airworthiness requirements. These recommendations reflect
the avionics software community’s consensus regarding best
practices for development of safety-critical software. As a
result, this document has strongly influenced much of software
development in the civil aviation industry and some steps have
been taken to use this guidance in military contexts as well
[25]. The FAA recognizes this document as the primary
means (but not the only means) of showing compliance to US
law with respect to avionics computer software used in US
civil aircraft airworthiness certification activities [42].

DO-178B is an evidence-based approach supporting
certification for avionics systems and it requires a well-
documented and executed system safety process based on
engineering best practices. While DO-178B provides
guidance on many safety issues, such as the use of integrity
levels and testing, it also lacks information on other issues
such as complexity management. Industry complaints have
described  insufficient  discussion of  configuration
management, insufficient guidance for requirements definition
and analysis, and inadequate and ambiguous guidance for
partitioning, tool qualification, and COTS software.
Furthermore, some have questioned the effectiveness of some
activities discussed in the standard, including preparing
documentation, tracing requirements to code, establishing
independence, and demonstrating structural coverage [20]. In
response to many of these issues over the years, the FAA has
issued various Certification Authorities Software Team
(CAST) position papers providing additional guidance and
expectations for some of these key topic areas [15]. Overall,
however, the objective-based approach of DO-178B makes it
both rigorous and flexible for individual projects.

DO-178B introduces five different levels of safety criticality,
ranging from Level A (most critical) to Level E (least critical).
As the criticality level of the system increases, so too do the
number of requirements for design, reviews, implementation,
and verification/validation activities. As a result, cost often
increases as well. Each increasing level of criticality of the
standard could add significant costs to the development
program.

Although there may be added expense for using DO-178B
with respect to each level of safety criticality, these costs are
balanced by the many benefits of using the approach,
including greater requirements clarity, decreased coding
iterations (“churn”), fewer bugs in critical code sections, and
greater consistency of the software. These requirements and
specific recommendations for safety in software have made
DO-178B the ‘de facto’ standard in airborne software for
commercial, and in some cases, military avionics projects. It



is, however, widely believed in industry that compliance with
DO-178B objectives can be expensive.

Software development using the DO-178B guidelines is often
thought to contribute to the high costs of commercial aviation
systems. The FAA, which requires showing compliance to
DO-178B (or equivalent) requirements for civil aviation
certification, has received many industry complaints regarding
the time and expense involved with certification for high-
criticality systems. As a result, the FAA created the
Streamlining Software Aspects of Certification (SSAC)
program in which industry and technical experts collaborated
to examine whether the cost and time associated with
certifying aircraft could be reduced [20].

In the SSAC program, anonymous opinions and feedback
were solicited from over 400 industry representatives
representing more than 70 companies regarding the cost,
effectiveness, and efficiency of DO-178B [21]. Several major
areas of concern were highlighted. First, issues related to
inconsistency in the FAA’s certification offices and program
offices were an oft-cited concern. These issues included
problems with varying and unclear documentation
requirements, a lack of clear definition of when documents are
due for certification, and unreasonable overly-conservative
demands for compliance [20,21]. Second, it was noted that the
lack of collaboration between companies contributed to
increasing costs for software development and certification as
there is no large industry-wide group that gathers data or
researches new topics in these areas [20]. Finally, one of the
greatest cost drivers cited was “poor requirements” [20].

In general, it is difficult to determine the exact costs
introduced by using DO-178B. However, one source notes
that many companies spend between 75% to 150% more for
developing safety-critical software to meet the safety
guidelines specified by DO-178B than for developing non-
safety-critical software applications [23]. To cite another
example, it is stated that developing software to show
compliance to Level A of DO-178B raises the cost by a factor
of five over non-critical software [2]. There is also a clear
industry consensus that DO-178B is often very costly. These
high costs often occur for many reasons. For example, the
level of criticality chosen may be too high for the project and
there may be a lack of understanding of how to effectively and
efficiently manage the rigorous documentation and testing
processes. Additionally, a poor application of software
engineering best practices, such as proper requirements
definition and management, can also play a significant role in
cost issues.

3. Projects Incurring More Cost for Safety-Critical
Software
Several high-profile projects have encountered budget

overruns and schedule delays while developing safety-critical
software. Although each of these projects claimed to follow
one or more software safety standards, they faced significant
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challenges in their attempts to comply with their safety
requirements and to comply in a cost-effective manner.

For example, the first McDonnell Douglas (now Boeing) C-17
military aircraft was delivered to flight test a year late and
over budget in 1991. Development of the C-17 required use
of MIL-STD-882D. McDonnell Douglas faced both design
and production problems with the C-17 aircraft development;
the development team chose not to use a computer-aided
design approach to design the aircraft and manufacturing
system. While the initial design approach of the aircraft was
to use off-the-shelf components and software, the aircraft
mission requirements ended up driving new ways for these
off-the-shelf technologies to be used (e.g., complex avionics
system to reduce crew size, new wing design for range and
payload requirements). A change from a mechanical flight
control system to an electronic fly-by-wire system was
decided late in development. Integration of the on-board
software-intensive avionics system was challenging [39]. The
use of a clear, rigorous testing program is key to development
of a safe system. It is suggested that the uncertainty of flight
test program requirements is one of three key errors that
caused the C-17’s cost and schedule problems; technical risk
in software and avionics integration and structural deficiencies
in the wings were the other two [39].

One of the most important aspects of safety-critical software
development is the effective determination and communication
of requirements early in the design phase. In the early phases
of the project, the C-17 project team failed to specify a single
programming language to the various subcontractors who
were developing different parts of the software [39]. Today
companies can successfully use different programming
languages to develop software for the same computing system.
However, McDonnell Douglas faced significant cost and
schedule delays in their software integration for the C-17.
Over 3,500 subcontractors were identified on the team of
which 33 were considered critical; management and
integration of the subcontracted software proved extremely
problematic for them [26].

Some aircraft development projects required to comply with
DO-178B have also encountered significant cost and schedule
issues. The Airbus SAS A380 super-jumbo jet was over 2
years behind schedule as of 2006 [33] and even after
production start, is unable to reach profitability in 2010 due to
cost overruns and the previous delays [45]. Building this jet
aircraft cost over 50% more than originally planned due to
software glitches in testing [45] and incompatible software
used to design the aircraft at different factories [33]. The A380
team has been criticized for making the software too complex
[16]. The widespread software problems plaguing this project
would indicate that Airbus software developers may have
experienced some difficulty in wusing best software
development practices.

The Boeing 787 Dreamliner has also faced issues with the
development and certification of their safety-critical software
showing compliance to DO-178B. The 787 project has



experienced seven separate delays and is currently expected to
enter production in the first quarter of 2011 over 2 years
behind its original schedule. Initially, Boeing faced delays due
to flight-control code and other crucial software provided by
GE Aviation [17,18,27]. More recently, the software for the
braking system did not meet traceability requirements
specified in DO-178B and parts of the software had to be
rewritten [44].

The Airbus A400M transport aircraft has also faced significant
delays and expense. The aircraft is currently several years
behind schedule and more than 7 billion Euros (about 9.5B
USD) over budget [10,38]. The A400M is undergoing civil
aviation certification which includes showing compliance with
DO-178B [36]. For its engine, the Airbus A400M team
planned to use an engine and engine controller that were
qualified to military standards, not civil aviation standards. In
order to obtain the civil aviation certification, the engine
manufacturer was required to revamp the engine controller
software and documentation to conform to the civil standards
[43]. Airbus indicated that the engine controller software
redesign is blamed for some of the 4-year delays experience
by the program [43].

Navia Aviation of Norway developed a GPS-based Instrument
Landing System for the civil aviation domain and planned to
show compliance with DO-178B, Level B. Navia noted that
their first attempt at certification failed; they continued,
however, to improve their software development practices in
order to show compliance [30]. During the inspection for
certification, the approval rate of their documentation was
only 25%. Navia attributed this low acceptance percentage to
their underestimation of the rigorous nature of the approval
process and the fact that the internal examinations prior to
formal inspection were insufficient [30]. Navia recognized
there was a problem, performed an analysis, and subsequently
made changes to their inspection process; significant
improvements in the accept rate of documents was observed.
Finally, Navia stressed the importance of stability in the
organizational environment (i.e., at the time of the project,
Navia was reorganizing and resizing their workforce) and
noted that change control was a difficult and expensive aspect
of the process that was not previously considered [30].

Several FAA modernization programs have also faced cost
and schedule problems such as the Wide Area Augmentation
System  (WAAS), Standard Terminal  Automation
Replacement System (STARS), and Airport Movement Area
Safety System (AMASS) programs [22]. In all of these cases,
software problems had significantly contributed to cost and
schedule overruns. “Sofiware development — the most critical
component of key FAA modernization programs — has been
the Achilles’ heel of FAA'’s efforts to deliver programs on time
and within budget,” according to Gerald Dillingham of the
United States General Accounting Office [46].

Overall, the observations related to these projects suggest that
development of safety-critical software is far from a trivial
issue and can often be prohibitively expensive. Because
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several of the projects previously discussed are still in
progress, as well as facing significant issues, complete reports
and detailed descriptions of the methods and processes used
for producing their software are not generally available.
However, it is clear that in many, if not most of these cases,
more careful planning and more rigor in the software practices
could have alleviated some of the problems and issues faced
by these project teams. For example, the Airbus A400M,
Boeing C-17, and Boeing 787 discussions indicated that if
specific safety requirements are not determined and
understood from the beginning, problems will inevitably
follow. Traceability and careful documentation, as well as
complete and thorough determination of these requirements
among all software teams and subcontractors, must be
provided from the beginning if development of safe software
is to be achieved cost-effectively. And finally, lack of rigorous
configuration and change control has been shown to play a
key role in contributing to cost overruns for many projects.

4. Projects Incurring Less Cost to Produce Safety-
Critical Software

On the positive side of this issue, evidence exists that
developing software following rigorous software safety
practices, such as embodied by DO-178B, does not have to be
as expensive as previously expected. The use of appropriate
development processes and mature methods designed to
decrease development effort can enable projects to achieve
certification in a much more cost-effective manner. In addition
to using software engineering best practices, it has been shown
that by using COTS software tools under the right conditions,
organizations showing compliance to DO-178B can decrease
project development times by as much as 25% and reduce the
associated costs by as much as 70-80% [19]. Commercial
tools specific to DO-178B and the aerospace industry have
become available which automate some required safety
processes. For example, VAPS, developed by Engenuity,
enables automated display code generation, the Integrity”-
178B Real Time Operating System (RTOS) from Green Hills"”
Software provides a DO-178B certification package with their
software, VectorCast by Vector Software helps automate
software unit testing and code coverage analysis, and Regtify"
from Greensoft facilitates requirements traceability and
change analysis [24].

One such example of automation and methods helping with
software development is the Lockheed Martin C-130J
Hercules II aircraft development [2], which entered production
in early 2001. Beginning in September 1992, the C-130J was a
project that completely updated the very successful Lockheed
Martin C-130 Hercules transport aircraft. Most of the changes
involved updating avionics systems and software, including
the advanced systems monitoring and navigation as well as an
extensive integrated diagnostics system [8]. While the C-130
Hercules aircraft were largely mechanical systems, the C-130]
Hercules 11 is a software-intensive system which uses mission
computer software to improve its overall mission performance

[8].



The C-130J was developed to Level A (the highest assurance
level) of DO-178B for some parts of the software [8]. The
project team reported that their development process for the
safety-critical software was conducted for half the cost of non
safety-critical code [1,2]. Additionally, Lockheed Martin
reported that their testing process for the C-130]J was
conducted for less than a fifth of normal industry costs [2, 3].
Lockheed Martin saw additional benefits through their
development approach: code quality improved by a factor of
10 over industry norms and productivity improved by a factor
of 4 [3]. The C-130J approach to development bears
examination to determine the various decisions that helped
Lockheed Martin achieve such striking gains in both cost and
safety. The factors that helped them achieve these lower cost
and increased safety benefits included: (a) their choice of
programming language, (b) a focus on software reuse, (c) a
rigorous, requirement-based automated testing process, and
(d) static code analysis. Development was driven by
verification emphasizing “Correctness by Construction,” and
formality was introduced early in the specification phase. The
programming language chosen for the project was SPARK, a
subset of Ada with properties specifically designed for
embedded and safety-critical applications. SPARK is
unambiguous, free from implementation dependencies, all rule
violations are detectable, and it is formally defined and tool
supported [8]. The behavior of a program written in SPARK
is entirely defined by and predictable by its source code.

One aspect of the language that made it most useful to
Lockheed Martin was the SPARK Examiner, a development
tool which emphasized static analysis as a way of ensuring
correctness and reliability in the code. Static analysis performs
a syntactic check of the code and ensures that coding errors
recognized by the tool have been minimized. The SPARK
Examiner automates a portion of the code review process and
many problems are caught early during coding, allowing the
developer to focus on more broad and higher-level issues with
the code such as whether the code meets its specification.

Static analysis is most cost-effective when applied during
software code development rather than in retrospect during the
integration and testing process. The testing phase of a project
is frequently a bottleneck and can be expensive for many
projects [3], while static analysis can be conducted early
during the coding and unit test phases. Errors can be caught at
the developer’s desk automatically. It has been argued that
DO-178B has an undue emphasis on testing activities and
places too little importance on analysis and review [3].
SPARK allowed Lockheed Martin to perform analysis on
source code before the test phase of the project was entered,
greatly decreasing the amount of time and resources spent on
verification.

Overall, the C-130J project met its safety objectives and
decreased its development costs through its “Correctness by
Construction” and testing and verification processes.
Objectives and requirements were specified and verified early
in the development process and test cases were always based
on requirements and were traced. Automated tools were used
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as much as possible to generate test cases and re-run these
tests [8]. Software reuse was at the center of the C-130J
development process. Through use of template-based design,
Lockheed Martin reported productivity gains, improved
reliability, and reduced testing overhead [8]. Source code, test
scripts, and documentation were often reused among devices
which allowed different teams to share data. In part due to the
template-based design, source code could be reused for
different device interfaces with only minor modifications
resulting in vastly decreased development cost and time.
Traceability and documentation reuse was also heavily
emphasized throughout the project. In general, reuse
significantly contributed to a lowered program cost [8].

Lockheed Martin observed efficiency gains through the use of
common software development tools. These tools, which were
configuration managed, allowed the company to save in terms
of purchase expense and personnel training [8]. Lockheed
Martin was able to allocate personnel among multiple teams
due to their common knowledge and the common tools that
were used throughout the projects. Automated tools for data
collection assisted with the certification process. The C-130J
team found certification activities challenging but reported
that the introduction of automated data collection made it
much easier to meet certification requirements and it saved
additional development costs [8].

Following the successful development of the C-130J project,
Lockheed Martin used the same development principles in a
smaller project for the C-27] aircraft, which required Level B
DO-178B software assurance. It was another successful use of
the “Correctness by Construction” development method.
During the C-27J project, the process used to develop the
software for the C-130J project was reused and some code was
re-used as well. The company reported an additional 4-fold
productivity improvement over the C-130J project which gave
a total of 16-fold productivity improvement [40].

Like the Lockheed Martin C130J and C27J, the UK MoD Ship
Helicopter Operating Limits Information System (SHOLIS)
project also achieved success in lowering cost and efforts in
their testing process through the use of SPARK for code and
static analysis. This project was created for the MoD to be
used on the UK Royal Navy and Royal Fleet Auxiliary vessels
by Ultra Electronics PMES with Praxis Critical Systems as a
subcontractor responsible for all application software. This
system was developed to comply with MoD DEF-STAN 00-
55 and Interim DEF-STAN 00-56.

The development process for the SHOLIS used SPARK in the
software design specification and code. The SHOLIS project
used the Z notation for construction of the required formal
specification and design with formal arguments linking the
specification to the design to the code [29]. The SHOLIS team
kept track of the number of faults found at different stages in
the development process; the percentages are shown in Table 1
below. In this case, a fault is defined as an error in the system
development that, if undetected, could lead to a fault in the
final delivered system.



Table 1. Faults Found, Effort Spent During Project Phases [29
Project phase Faults found (%) Effort (%)
Specification 3.25 5
Z proof 16 2.5
High-level design 1.5 2
Detalled design, code & 26.25 17
informal test
Unit test 15.75 25
Integration test 1.25 1
Code proof 5.25 4.5
System validation test 21.5 9.5
Acceptance test 1.25 1.5
Other* 8 32

*Staff familiarization (1%), project management and planning (20%), safety
management and engineering (7%) and IV&V non testing activities (4%)

A comparison of the percentage of faults found to the
percentage of development effort expended shows which
phases were the most cost and effort efficient. It is clear that
the detailed design, code, and informal test, as well as the unit
test and system validation test phases were highly effective at
finding a significant number of faults, but these activities also
took a relatively large amount of development effort. In
contrast, the SHOLIS team noted that the Z proof was
effective at finding a significant number of faults with
relatively little effort early in the development process. The
major fault types found by the Z proofs were: incorrect
functionality specified, contradictory operations, lack of
mode/history information modeled, missing cases, and
incorrectly loose specifications. SPARK proof work was
accomplished by the SPARK examiner, simplifier and proof
checker [29]. In general, it appears that the formal method of
fault-finding employed by the SHOLIS project was a cost-
effective and effort-efficient process.

An international survey conducted between November 2007
and December 2008 on the use of formal methods in safety-
critical industrial projects found that on the whole, formal
methods had a beneficial effect on time, cost, and quality.
Three times as many respondents reported a reduction in time,
rather than an increase, and five times as many respondents
reported reduced, rather than increased, costs. 92% of all
respondents believed that formal methods had a beneficial
effect on the quality of their projects [49]. Based on these
results, it seems that formal methods are finding their place as
an effective and perhaps cost-efficient form of assurance in
safety-critical software systems.

In addition to the formal methods and software development
practices described above, carefully considered application of
COTS tools has also helped several large projects reduce their
costs in developing safety-critical software. = One such
example is the Eurocopter EC135 project. Eurocopter is a
large producer of both civil and military helicopters with over
11,000 aircraft sold around the world. The EC135 and EC155
civil helicopters, with extensive autopilot systems, were both
developed to show compliance to DO-178B Level A.
Eurocopter used the SCADE specification and code generation
tool from Esterel Technologies [7] in order to reduce
development time, certification time, and costs. As a result,
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90% of the code was generated by the SCADE tool and
development time was reduced to 50% of the time needed to
manually code an equivalent system. The certification was
successfully completed [6,7].

Airbus also used the SCADE automatic code generation tool
to develop the software for the Flight Control Secondary
Computer used by its A340/500 aircraft. The amount of
automatically generated code on the A340 was as high as 70%
of the total code [35]. Moreover, there were no errors found in
the SCADE generated code. Airbus reported a reduction in
modification cycle time by a factor of 3 to 4 compared to
manual coding through use of code generation. As a result,
time-to-market was reduced for the A340 and the project
successfully showed compliance to DO-178B Level A [6,7].

Success at employing DO-178B has also been observed
through the use of other development and testing tools. For
example, MDS Technology, based in South Korea, was able to
develop their NEOS real-time operating system to comply
with Level A of DO-178B in a cost-effective way by using the
commercial VectorCAST testing tool. MDS Technology
reported an 83% reduction in testing time and were able to
complete their project within a short period despite the
rigorous DO-178B guidelines [47]. Ulta Electronics Datel was
able to show DO-178B Level B compliance for a significant
upgrade to its previous avionics display computer. The
upgrade involved moving from a proprietary hardware system
to a COTS-based solution, using the Wind River VxWorks
DO-178B safety-critical subset operating system, and re-
engineering pre-existing software and device drivers to meet
the higher software assurance requirements required to show
compliance to DO-178B. Datel used the VAPS code
generation tool [28] and the LDRA tool suite to successfully
reduce the amount of effort for the requirements specification,
design, and test phases of their avionics display development
when compared to the previous development effort. As a
result, they reported 25% faster time to market and 87% lower
development costs [28].

Many of these successful projects used COTS tools in order to
achieve some of their cost savings. Starting in the second half
of the 1990s, NASA too began to study the use of COTS tools
in order to save on development costs in their Software
Engineering Laboratory (SEL). The process improvements
that resulted from this change caused the SEL to decrease
costs by 10% and shorten schedules by 5-20% [5]. However,
despite these obvious benefits, the use of COTS in safety-
critical applications is a relatively new phenomenon and most
safety standards offer little guidance on the development of
safety assurance for COTS software [32]. Despite the
potential benefits offered by COTS products, the usage and
integration of these products into safety-critical systems
should be approached carefully with a thorough understanding
of the risks involved. For example, given the long shelf-life of
many safety-critical systems, concerns about vendor tie-in and
future availability are an issue to consider. If a COTS system
is used in a project, the project may have to rely on the COTS
vendor for support, modifications, and future availability [12].



Furthermore, the integration effort required may add
considerable overhead and increase development costs [1, 34].
Due to the increasing trend towards the use of COTS software
in safety-critical systems, safety standards committees should
likely consider including further practical guidance on the
proper use of these tools.

These successful examples indicate that it is possible to
develop software with significant safety assurance
requirements without sacrificing project cost effectiveness.
Specifically, projects can realize cost savings by using mature
processes and appropriate tools to assist in their development
and certification.

5. Conclusions

The increasing flexibility, extensibility, and automation
capabilities of software have caused a growing number of
industries to depend on it in the development and operation of
safety-critical systems. Due to the nature of these systems,
safety is paramount and the development of safe software is
therefore a high priority. However, designing for safety comes
with some costs. Despite the abundance of software safety
standards which exist to provide guidance for the development
of safe software in safety-critical systems, there is no
consensus on how to achieve safety in a cost-effective fashion.

In this paper we have reviewed five software safety standards:
the FAA System Safety Handbook, the US DoD MIL-STD-
882D, the UK MoD DEF-STAN 00-56, NASA STD
8719.13b, and the RTCA DO-178B. We have reviewed each
of these documents in terms of their cost effectiveness and the
tradeoff between cost and safety. Furthermore, we have
examined several projects which have encountered significant
cost and schedule issues in their development of safety-critical
software. It is clear from these examples that high costs in
safety-critical software development are often incurred due to
insufficient communication, poor requirements, and poor or
ineffective planning. This indicates that although insufficient
guidance in some software safety standards may have played a
role in cost and schedule problems faced, numerous technical,
managerial, and company environmental factors all can
contribute to project difficulties. No single factor can be
identified as ‘the’ contributing cause; however, in most of the
projects studied, a lack of rigor using the company
documented software engineering processes and practices
seemed to be a recurring theme.

We have reviewed several large projects which have managed
to cost-effectively develop safety-critical software which
adhered to relevant safety standards. These projects
demonstrated that it is clearly possible to achieve software
safety objectives without sacrificing cost and schedule and
that this can be achieved through a reliance on effective
planning and the application of software engineering practices
throughout the development lifecycle. Additionally,
techniques are making their way into general practice that
provide for further potential cost reduction, including use of
formal methods and COTS tools. The risks and benefits of
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these techniques are an important point for further study and
the rapid adoption of these methods in many industry contexts
means that similar focus should be placed on ensuring that
effective guidance is provided in software safety standards,
many of which do not address the certification of tools or
COTS software. The movement towards results-oriented
rather than process-based standards does provide some
flexibility for industry projects to use these methods, but a
lack of thorough guidance on their proper use, as well as their
advantages and disadvantages could pose cost, schedule, and
safety issues for future product developments. In general,
however, software safety standards provide useful and
effective guidance but should not necessarily be blindly
followed. Each organization must carefully plan and tailor
their safety approach to the particular needs of the project
focusing on safety engineering best practices as evidenced in
their company documented engineering practices in order to
cost effectively deliver safe software.
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